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Abstract—Passive Optical Network (PON) technology offers a
cost-effective alternative to support Beyond 5G Mobile Network
Fronthauling (MFH). However, MFH dimensioning for such
networks is challenging, given its high bandwidth and strict
latency requirements. The Functional Split of the Radio Access
Network (RAN) has been introduced to provide flexibility in
resource allocation and reduce these requirements. In contrast
to the conventional MFH requirement of RF-PHY splitting,
the MFH traffic produced by high-layer splittings depends on
the actual user traffic load. This dependency causes patterns
of spatiotemporal variation in MFH traffic due to the daily
movements of mobile users. This paper introduces a resource
allocation mechanism that capitalizes on the spatiotemporal
imbalance of mobile traffic to reduce the bandwidth required to
support the RAN functional splitting over PONs. The results show
that the proposed scheme offers higher bandwidth utilization,
resulting in lower upstream delays compared to the baseline
mechanisms.

Index Terms—Low-latency, Mobile Network Fronthauling, Pas-
sive Optical Networks, Time-wavelength division multiplexing,
6G.

I. INTRODUCTION

The 3rd Generation Partnership Project (3GPP) has intro-
duced Radio Access Network (RAN) functional splits, (Fig-
ure [I) for reducing bandwidth demands and delays in the
Mobile Fronthauling (MFH). It does so by disaggregating
traditional RAN into three entities, namely, the Centralized
Unit (CU), Distributed Unit (DU), and Remote Unit (RU). This
disaggregation allows for a division of the protocol stack of
Cloud Radio Access Networks (CRANSs), enabling a larger
number of functions to be located at remote sites than is
traditionally done in CRANS.

Passive Optical Networks (PONs) provide an attractive tech-
nology for MFH due to the point-to-multipoint topology, which
is suitable for fine-granular transport services. The 5G RAN
nodes (i.e., CU, DU, and RU) can be mapped to the transport
elements of the PON (i.e., Optical Line Terminal (OLT) and
Optical Network Units (ONUs)). The possible mappings of
the functional split options to the optical architecture are
high-layer split (i.e., CU/OLT-Midhaul-ONU/DU/RU), low-
layer split (i.e., CU/DU/OLT-Fronthaul-ONU/RU) and cas-
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caded split (i.e., CU/OLT-Midhaul-ONU/DU/OLT-Fronthaul-
ONU/RU).

5G network deployments usually rely on single vendors with
proprietary interfaces and equipment, which hinders the rapid
adoption of 5G RAN functional splits. In response, O-RAN
ALLIANCE has introduced the Open Radio Access Networks
(O-RAN), which promotes openness and interoperability us-
ing open, low-cost off-the-shelf hardware and software for
modular radio components. O-RAN allows network operators
to customize their infrastructure to specific requirements and
select from a variety of open components from multiple
suppliers, thus avoiding the limitations of proprietary single-
vendor solutions [ORAN-WG9.XPSAAS.0-R003-v04.00].

The O-RAN also defined the low-layer split as the highest
benefit use case, where operators only need to place a small
weatherproof RU at distributed antenna sites, while the cas-
caded split architecture can be considered to allow additional
flexibility. The low-layer split still requires using high-capacity
and low-latency fronthaul transport interfaces. In O-RAN, the
elements of the 5G network are named slightly differently.
The CU, DU, and RU are called O-CU, O-DU, and O-RU,
respectively. However, for the sake of simplicity in this paper,
these entities will be referred to without the prefix O-’, as
CU, DU, and RU respectively.

The O-RAN Forum recently collaborated with the ITU-T
Q2/15 group to standardize the Cooperative Transport Inter-
face (CTI) to address the stringent latency requirements of low-
layer split. Originally proposed as the Cooperative Dynamic
Bandwidth Allocation (DBA) (CO-DBA) method [1]], the CTI
was formalized in the standards [O-RAN.WG4.CTI-TMP.0-
R003-v04.00], [ITU-T Rec.G.S71]. The CTI facilitates optical-
wireless cooperative control between RAN and PON by trans-
mitting scheduling information from the mobile scheduler
(CU/DU) to the PON scheduler (DBA) in the OLT, which
enables the OLT to allocate upstream bandwidth before the
arrival of uplink mobile data from the RU at the ONU.

Recent PON standard 50G-EPON (IEEE 50 Gb/s Ethernet
PON 802.3ca-2020) employs Time and Wavelength Division
Multiple Access (TWDMA) for upstream transmissions be-
tween an ONU and an OLT, which supports up to two 25 Gbps
wavelength channels with non-tunable transceivers.

Despite such a capacity, bandwidth sharing [2] is crucial
for 5G and 6G networks to support the transport of explosive
growth in traffic demands. PON tenants (customers) can be
conventional end users (e.g., residential and enterprise sub-
scribers) as well as service providers, such as Virtual Network
Operators or Mobile Network Operators (MNOs). Hereinafter,
a shared PON scenario refers to a PON with multiple cus-
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tomers and services, where customers owning a single ONU
(single-ONU customers) and customers leasing/owning several
ONUs (multi-ONU customers) may coexist.

In shared PONSs, resource allocation in the upstream plays
a critical role in the provisioning of MFH services. Although
static resource allocation can be employed, it leads to inef-
ficient use of the PON capacity. Variable bandwidth granting
and user loads add complexity to meet the strict Quality of Ser-
vice (QoS) requirements of MFH traffic. Dynamic Wavelength
and Bandwidth Allocation (DWBA) algorithms are employed
to provide bandwidth guarantees to the ONUs according to
predefined Service Level Agreement (SLA) [3]. In the case of
multi-ONU customers, the individual bandwidths of the ONUs
to the same customer can be aggregated into a single SLA,
known as a multi-ONU SLA model [2]. However, DBWA
algorithms for multi-ONU SLA support introduce network
delays to distribute the unused resource, which is inappropriate
for MFH. However, dynamic resource allocation can improve
statistical multiplexing gains and reduce delays.

MNOs deploy their base stations in different city areas,
including residential and commercial areas. Due to its large
footprint, a PON network can support the MFH traffic of
base stations in distinct areas. Thus, DWBA algorithms must
consider the tidal effect caused by the intrinsic mobility of
users across distinct areas during the day. The tidal effect refers
to the spatiotemporal variations in mobile traffic patterns due
to user mobility. The tidal effect can cause an unbalanced load
on the ONUs during the day. For instance, residential ONUs
and commercial ONUs are usually overloaded at different
times of the day.

Several algorithms employed either load prediction or infor-
mation provided by the CTI to decrease the delay (Table [T).
However, none of them have addressed traffic spatiotemporal
imbalance in shared PONs with multi-ONU customers. Con-
sequently, employing these algorithms does not allow multi-
ONU customers to capitalize on the load imbalance among
their ONUs. If these algorithms were employed, bandwidth
could be wasted and, consequently, the costs would increase.
Considering traffic imbalance is crucial to ensure efficient
resource allocation and meet the MFH service requirements.

This paper presents a DWBA algorithm for bandwidth allo-
cation in TWDM-PON networks that supports RAN function
splits. It leverages MFH’s traffic imbalance to allocate re-
sources among multi-ONU customers. The load imbalance and
bandwidth waste problems in multi-ONU customers were ad-
dressed by implementing a mechanism with online scheduling
and a two-cycle compensation method. The online mechanism
avoids introducing additional delays, while the compensation
mechanism allows a better distribution of unused resources
within the ONUs of multi-ONU customers. This improvement
reduces the bandwidth required to meet the delay requirements
in multi-ONU customers. It differs from other approaches
by allowing the distribution of excess bandwidth without
requiring the arrival of all Report messages from multi-ONU
customers, which reduces access delays. In addition, the two-
cycle compensation method allows for additional bandwidth
in each scheduling cycle, increasing the chances of providing
ONU demands.

The input to our algorithm uses information obtained from
the CTT about the traffic from the DU to the OLT for ONUs
supporting RAN functional splits, and it employs the Status
Report mechanism [3]] for ONUs that do not support functional
splits.

The performance of the proposed algorithm is compared
to those of baseline algorithms, such as the Status-Report
and Cooperative Interface approaches. Results derived by
simulation show that the proposed algorithm produces high
bandwidth utilization, making it possible to satisfy strict delay
requirements.

The original contributions in this paper are:

« A DWBA algorithm that meets the requirements of the
MFH functional splits over shared PON networks with
multi-ONU customers.

o An analysis of the impact of RAN functional splits on
MFH transport requirements and the provisioning issues
in MFH over EPON networks.

« A methodology for obtaining the MFH traffic character-
istics based on actual traffic datasets from two MNOs.

« Discussion of the open issues and challenges.

II. RAN FUNCTIONAL SPLITTING AND ITS IMPLICATIONS FOR
MOBILE FRONTHUALING REQUIREMENTS

Recently, efforts have been made to decrease the MFH
data rate and delays, which resulted in the definition of RAN
functional splits. The Common Public Radio Interface protocol
has been enhanced, resulting in a packetized protocol called
eCPRI, which supports new split options. The functional split
ranges from the most straightforward configuration (option 8)
to the most complex one (option 1) on the RU side.

The Common Public Radio Interface (CPRI) protocol, sup-
porting the PHY-RF option 8, involves centralized baseband
processing at the CU, while the RU handles radio frequency
(RF) functions. The intra-PHY variants (option 7) distribute
functions differently. option 7.1 has FFT/IFFT in the RU,
and option 7.2 adds pre-filtering/precoding. In contrast, option
7.3 (downlink only) locates the encoder in the RU. Option
6 (MAC-PHY) centralizes the MAC functions, leaving PHY
and RF at the remote site. Option 5 (intra-MAC) places time-
critical MAC functions in the RU. Option 4 (RLC-MAC) splits
the RLC functions between CU and DU. Option 3 (intra-RLC)
splits the RLC layer into high and low RLC. Option 2 (PDCP-
RLC) locates RRC and PDCP in the CU, enhancing traffic
control. Option 1 (RRC-PDCP) separates the user plane from
the CU for better traffic management.

Centralizing RAN functions reduces costs, complexity of
RU, and energy consumption. It facilitates resource sharing
and cross-cell cooperation, enabling advanced schemes such
as Coordinated Multipoint (CoMP) and soft handovers. For
example, options 6, 7, and 8 support CoMP functionality,
while options 7-3, 6, and 5 restrict some CoMP functions due
to latency issues (e.g., uplink joint reception). A centralized
approach requires a large MFH capacity to transport In-phase
and Quadrature (I/Q) components between remote and central-
ized locations. In contrast, distributing time-critical functions
to a remote site alleviates the delay requirements on the MFH
interface compared to centralized options.



TABLE I: Literature review on resource allocation for mobile fronthauling over PONs. G: Gated; L: Limited; F: Fixed;
V: Variable; U: Unlimited; S: Simulation; A: Analytical; E: Experimentation; Y: Yes; N: No; NS: Not Specified; NA: Not
Applicable. The maximum cycle length is the maximum duration of a PON scheduling cycle.

Feature This [1] 4] 5] 6] 2] 171 (8] 9] 10] 11] 12] 13 r
. IEEE (EPON) X X - X X - X - - - -
Standard family ITU (GPON) i ) NS X % ) ) X ) X X X X
Multi. access tech. TDMA-PON } X X X X ) . X X X } ) X
TWDMA-PON X - - - - X X - - - X X -
10 Gbps - X X X X X X X X X - - X
Rate per wavelength 25 Gbps X ) ) _ ) ) ) ) ) ) X X _
Wavelengths (1s) per OLT 2 1 1 1 1 1 U 1 1 1 2 4 1
Simultaneous TX s per ONU 1 1 1 1 1 1 U 1 1 1 1 1 1
Splitting option 6 8 6 8 7.3 NA 8 NS 6 6 7.1 72  2/6
Maximum PON cycle length [ms] 0.25 0.5 vV 0.03125 0.125 1 NS NA 02 NA NA 1 NA
PON range [km] 5 10-20 2 6 20 1020 20 10 120 5 520 10 10
SLA support Y N N Y N Y N N N N N Y Y
Grant sizing policy for MFH ONUs L G G F L L G F F/G G G L L
Conventional customers Y N N Y N Y N N N N Y Y Y
Perf. eval. based on real deployment Y N N Y N N N N N N N N N
3GPP TR-38.816 traffic modeling Y N N Y N N Y N N N Y Y N
Performance evaluation S E A E S/E S S A SIE E S S S
Status-Reporting Y N N Y N Y N N N N Y Y Y
Approach Traffic-Monitoring N N N N Y N Y N N N N N N
Cooperative-Interface Y Y Y N N N N Y Y Y N Y Y
Bandwidth Sharing Y N N N N Y N N N N N N Y
Publication year (20YY) 24 14 16 18 18 18 19 20 20 21 21 22 23

Although several split options are available, the ones chosen
by the 3GPP and most research works are splits 2, 6, and 7.
Split option 2 (PDCP-RLC) was selected as the high-layer
split point (F1 Interface) [TS 38.470]. Moreover, the most
common low-layer splits are split option 6 for MAC/PHY and
split option 7 for intra-PHY [TR 38.816].

In parallel, the O-RAN Alliance narrowed down the func-
tional splits to 2, 6, and 7.2x. O-RAN split 7.2x is based on
the 3GPP option 7-2 but differs by including precoding and
support for modulation compression (see Figure 1). Moreover,
the fronthaul traffic of the split 7.2x is user-data dependent
[O-RAN.WG9.XTRP-REQ-v01.00].

Moreover, the O-RAN ALLIANCE and the Small Cell
Forum (SCF) have agreed to develop the split 6 (nFAPI)
interface specification. This 5G nFAPI specification defines
the functional split between the 5G MAC and PHY functions,
allowing MAC and higher-layer functions to be virtualized.
Split 6 requires reduced bandwidth, meaning high-quality fiber
is not needed to link every DU and RU, unlike other lower-
layer split options.

Split options 7-1, and 8 generate a Constant Bit Rate (CBR)
traffic and introduce high redundancy in transmitted I/Q sig-
nals. The radio interface I/Q is a sample and quantized radio,
producing CBR traffic that scales with cell-site bandwidth and
antennas. In contrast, other split options produce a variable bit
rate traffic dependent on the user data plane traffic, which is
bursty than options, 7-1, and 8.

III. APPROACHES AND RELATED ISSUES IN THE SUPPORT OF
MOBILE FRONTHAULING OVER EPON NETWORKS

Infrastructure service Providers (InPs) can increase revenues
by offering various services over the same PON infrastructure.

Nevertheless, the unique MFH requirements make QoS pro-
visioning challenging, especially in scenarios with coexisting
MFH and conventional PON services (e.g., residential and
enterprises). Various Resource Allocation (RA) algorithms for
EPON networks have been proposed to provide guaranteed
bandwidth and low latency in MFH (See Table [). The
main issues of RA algorithms supporting MFH in PONs are
reviewed next.

RA algorithms can be classified as Static Bandwidth Allo-
cation (SBA) or Dynamic Bandwidth Allocation (DBA). The
former allocates a fixed transmission window for each ONU,
independently of the ONU load, guaranteeing deterministic
delays. However, bandwidth can be wasted, increasing costs,
especially when dealing with split options with variable rates.
The latter allocates transmission windows per cycle, depending
on the offered load, the delay requirement, and the available
bandwidth. They increase statistical multiplexing gain in sce-
narios with unbalanced loads but introduce challenges for man-
aging the available bandwidth in scenarios with low-latency
requirements. Moreover, DBA schemes use Gate and Report
messages to coordinate upstream transmissions between the
ONUs and the OLT.

A. The Bandwidth Request Problem

The Status Reporting scheme uses explicit ONU buffer
occupancy reports for bandwidth distribution. Bandwidth is
requested in Report messages sent from the ONUs to the
OLT, whereas information on bandwidth availability is sent
in Gate messages from the OLT to the ONU [3|]. However,
this adds queueing delays in packet transmission, which can
harm MFH traffic. The Bandwidth Request problem, one of the
most critical issues in RA, is produced by the Status Reporting
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Fig. 2: Resource allocation issues for low-latency MFH over PONs

scheme (Fig. [2a). The OLT must wait for a request message
before granting bandwidth, which implies that the upstream
delay will be at least one scheduling cycle in duration. This
delay can be as long as one millisecond, which is much longer
than the delay required for split option six and above.

One approach for addressing this problem, called Traffic-
Monitoring or Traffic Prediction, involves estimations of up-
coming MFH traffic to avoid waiting for a report message,
which can reduce latency to acceptable levels ([6], [7]]). This
approach uses traffic prediction based on report messages to
forecast traffic arrivals shortly and allocate bandwidth without
the OLT to receive requests from ONUs. However, traffic
forecasting is inaccurate and adds complexity and additional
processing time.

Cooperation between the CU and the OLT was first proposed
in [1] and has been widely adopted as a critical technique
for low-latency MFH ([4], [81-[10], [12f, [13]), which was
recently standardized in ITU-T Rec. Series G Supplement
71 (G.Sup.coDBA) and O-RAN Cooperative Transport Inter-
face Transport Control Plane Specification (O-RAN.WG4.CTI-
TCP.0-v02.00). This cooperation allows the OLT to obtain
accurate information about upcoming traffic by exploiting
Mobile Scheduling Information, which is then used to inform
mobile users about resource allocation 4 ms before the uplink
transmission. In this process, the CU/DU makes scheduling
decisions and informs each User Equipment (UE) about the
allocated bandwidth. The CU/DU determines the correspond-
ing fronthaul traffic load per RU based on the scheduling
allocations to the associated UEs. Then, the CU/DU informs
the OLT about the traffic load per RU for the given slot
via specific signaling messages (i.e., Cooperative Transport
Interface (CTI) Report messages) that contain the traffic iden-
tification and traffic volume in the given time interval, as
shown in Fig. [2b] Low-latency upstream transmission on the
MFH with the TDM-PON can be achieved by distributing the
bandwidth to the ONUs based on the transformed UE uplink
grant information.

B. The Maximum Cycle Length Problem

The upstream delay depends on the cycle duration be-
cause each ONU usually transmits only once per cycle. Even
when traffic monitoring or cooperative schemes are employed,
mobile traffic can arrive at the ONU just after an ONU
transmission in that cycle. These frames remain in the ONU
queue at least until the next transmission cycle, as shown in
Fig. 2b] Hence, the upstream delay can be as long as the
maximum cycle length (the maximum duration of a PON
scheduling cycle) when the network is overloaded.

Moreover, the polling overhead (bandwidth waste) depends
on the number of guard periods per cycle and cycles per
second. As the maximum cycle length increases, the overhead
decreases. Thus, there is a trade-off between overhead and
delay, which must be carefully addressed. PON systems that
adhere to ITU-T [5]], [6], and IEEE [9] standards have a fixed
grant cycle of 125 us and a maximum grant cycle of 200 us,
respectively, which meet the stringent latency requirement of
low-layer split options. For example, Bidkar et al. [5]] proposed
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Fig. 3: Flow chart of the proposed resource allocation algorithm

a technique that allocates multiple transmission opportunities
per cycle to reduce the upstream delay of CPRI traffic over
GPON networks. However, multiple grant allocations or very
short scheduling cycles (< 250 us) increase the number of
guard periods and bandwidth overhead.

Table [[] indicates that the importance of the maximum
cycle length has received little attention in most previous

investigations (e.g., [1]l, (4], [7]).

C. The Grant Sizing Problem

As seen in Table [, various resource allocation schemes to
support MFH over PONs employ a Gated policy in which
the OLT allocates a transmission window equal to the fore-
cast/requested one (e.g., [Ill, [4], [7], [10], [T1]). However,
this policy does not allow QoS provisioning (e.g., guaranteed
bandwidth and delay) for several types of services co-existing
on the same PON infrastructure, as in the current shared
PONs. This problem occurs when customers overuse the total
available bandwidth, thus increasing the cycle duration if there
is no traffic shaping in place.

InPs usually limit to guaranteed bandwidth allocation for
PON customers according to a pre-defined SLA. In such a
policy, the OLT grants a transmission window equal to the
minimum between the requested window and the maximum
allowed transmission window (Fig. 2¢). However, customers
who have an offered load greater than their guaranteed band-
width (overloaded customers) usually need several scheduling
cycles to complete the sending of packets in the ONU queue.
The uplink queuing delays of these overloaded customers
depend on the number of cycles required for the OLT to
provide the required bandwidth. Thus, the Traffic-Monitoring

and Cooperative schemes still rely on fluctuation in traffic and
guaranteed bandwidth at the ONU level. When there is an
overload condition, ONUs may require several PON cycles to
send a packet in the buffer to the OLT, which increases the
overall delay of MFH services, as shown in Fig.

A bandwidth-sharing mechanism was proposed in [2]] to
address the bandwidth starvation problem of overloaded ONUs
in backhauling scenarios with multi-ONU customers. This
mechanism guarantees that the bandwidth of ONUs belonging
to the same customer can be shared so that unused bandwidth
from underloaded ONUs can be assigned to overloaded ones
per cycle, thus reducing the number of scheduling cycles
needed to serve an overloaded customer. However, calculating
the unused bandwidth of an underloaded ONU requires that
the OLT wait for the arrival of all Report messages from the
ONUs belonging to the same customer before sending Gate
messages to the overloaded ONUs, increasing latency.

In summary, despite MFH traffic prediction or cooperation
between Mobile and PON, devices can reduce the latency
introduced by bandwidth request problems, grant sizing policy
problems, and maximum cycle length problems. However, the
effect of such problems can still generate delays longer than
those required by MFH services.

IV. DWBA ALGORITHM FOR EPON-BASED MOBILE
FRONTHAULING

To address the problems mentioned in the previous section,
we introduce a novel DWBA algorithm to provide high-
throughput and low-latency for 5G mobile fronthauling ser-
vices, called Resource Allocation for Low-Latency Mobile
Fronthauling (RALM) algorithm. Our proposal deals with



multiple wavelengths and employs an adaptive polling cycle
for dynamic resource allocation to meet the IEEE 50 Gb/s
EPON standard requirement while meeting PON customer
SLA demands. Although typically bandwidth and wavelength
are allocated separately and on different time scales, in a
50 Gb/s EPON architecture (IEEE 802.3ca-2020), the 50G
ONUs can operate on two wavelengths per cycle by using two
non-tunable transceivers, which prevents additional wavelength
switching delay due to wavelength tunability.

The proposed mechanism adopts the widely-used Coop-
erative Transport Interface (CTI) approach proposed in [I]]
and standardized on ITU-T Rec. Series G Supplement 71
(G.Sup.coDBA) to tackle the problem of bandwidth requests.
A bandwidth-sharing mechanism is also employed to amelio-
rate the problem of grant sizing and exploit spatial-temporal
characteristics of MFH traffic. The waiting time associated
with bandwidth-sharing techniques can be avoided by employ-
ing an excess bandwidth compensation approach. Our proposal
aims to allow excess bandwidth from previous and current
cycles to serve the upcoming traffic of overloaded ONUs of
a multi-ONU customer in an online fashion. This procedure
allows for immediate service (on-the-fly) for bandwidth re-
quests for MFH traffic.

The OLT grants a maximum transmission window per
scheduling cycle for the ONUs (i.e., Limited Policy) belonging
to a single-ONU customer to provide such guarantees. On
the other hand, a multi-ONU customer establishes an SLA
for its group of ONUs (multi-ONU SLA) [1]. Such an SLA
defines a guaranteed bandwidth for each ONU, and its group
of ONUs. Then, the OLT employs the unused bandwidth of
the underloaded ONUs to grant a bandwidth greater than the
guaranteed one for the overloaded ONUs, which improves the
resource distribution for multi-ONU customers.

Moreover, the maximum cycle length is chosen not to
exceed the latency requirement, thus addressing the maximum
cycle length problem. Our approach selects wavelengths as a
function of the Time and Wavelength Division Multiplexing
(TWDM) allocation policy, which is, to the best of our
knowledge, the first solution to simultaneously address the
Bandwidth Requests, Maximum Cycle Length, and Grant
Sizing problems in QoS provisioning for MFH in shared
PONs.

Fig. 3] summarizes the proposed scheme, which resides in
the OLT. When a Report message arrives from a conven-
tional ONU, the OLT calculates the transmission window
according to the limited policy (Stage 3). If the Report
message comes from a multi-ONU customer, the OLT updates
the requested window using the optical-wireless cooperation
procedure (Stage 2). If the requested window is smaller than
the guaranteed windows, the ONU is fully served and the value
of the unused bandwidth is stored (Stage 3). Otherwise, the
OLT grants additional bandwidth to an overloaded ONU by
utilizing the excess bandwidth from the previous and current
cycles (Stage 4). Moreover, when the scheduling cycle ends for
the multi-ONU customer, the OLT saves the remaining excess
bandwidth value of the current cycle and discards the excess
bandwidth of the previous one. Moreover, the wavelength is
assigned by the OLT on the upstream channel according to

the First-Fit policy and calculates the next start time. In this
policy, the OLT grants the first available wavelength. Finally,
the Gate message is sent to the ONU (Stage 95).

V. PERFORMANCE EVALUATION

The performance of the proposed DWBA scheme was
evaluated using the Ethernet PON (EPON) simulator (EPON-
Sim), previously validated in [2[]. The EPON-Sim simulator
was extended to support TDWMA-PON and MFH services.
The performance of the proposal was evaluated for various
bandwidth allocation schemes and the tidal MFH traffic in
shared PON networks. Four different baseline approaches
were employed: 1) Status Reporting (i.e., First-Fit with SR
[3]); 2) Cooperative Interface (i.e., First-Fit with CTI [1]);
3) Bandwidth Sharing (i.e., MOS-IPACT with SR [2]]); and
4) Combined Cooperative Interface with Bandwidth Sharing
(MOS-IPACT with CTI). This makes it possible to evaluate
the effect of the proposed scheme with various Dynamic
Wavelength and Bandwidth Allocation (DWBA) schemes for
mobile fronthauling in PON networks.

A. Mobile Traffic Modelling

A large data set containing data from two MNO cellular
networks in Ireland [14]] was used to capture the impact of
relevant aspects such as topology, spatial traffic demands,
demographics, and MNO information on MFH performance.
This dataset provides base station location, operator, base
station to user cluster associations, area type of user clusters,
and the cumulative distribution function (CDF) of the demands
of users served at the peak hour for each type of area.

Each BS was classified as commercial, residential, or rural
according to the most representative type of user served.
The peak offered traffic load was generated by using Monte
Carlo simulations. First, we simulate the maximum traffic load
for each user served using the data demand CDF for the
corresponding type of area. Then, the user traffic demands
corresponding to each base station are aggregated.

An InP with an EPON system and a radius of 5 km
covering the north of Dublin was simulated. In that region,
one MNO owns 44 BSs, of which 40% serve residential areas;
the rest serve commercial areas. Moreover, about 15% of the
base stations (six) were assumed to employ PON as their
MFH. The BS traffic distribution was assumed to vary as a
function of BS location and period [15]], so the tidal effect
could be fully captured. Thus, three commercial and three
residential base stations were selected within the region (shown
in Fig. ) to maximize the Jain fairness index of the offered
load at peak hours in the selected region. The BSs shared
their guaranteed bandwidths when bandwidth-sharing-based
schemes were used.

In this way, the BS offered loads for each scenario were
obtained, as well as the distances between the OLT and the
MFH ONUs used in the simulations. The load values obtained
were scaled by a factor ¢ = 3 to obtain compatible values with
the 3GPP 38.801 release. The scaled offered loads obtained
were (25.51, 30.09, and 21.46) Mbps and (27.45, 23.36, and
30.00) Mbps for residential and commercial BSs, respectively.



B. Simulation Model and Setup

A 50G TWDMA-EPON tree topology network with 32
ONUs was simulated. Each ONU can transmit on a single
25 Gbps wavelength allocated dynamically. There is an MNO
renting part of the PON from InP to support the MFH serving
six BSs, as described in Section Each MFH ONU is
connected to its corresponding RU through a local 100Gbps
Ethernet interface.

Option 6 is assumed for all the BSs as this is the most
demanding one with the largest bandwidth and lowest latency
requirements for the upstream variable-rate split options (see
Fig. [T). The BS peak loads obtained in Section [V-A] and the
same assumptions proposed in 3GPP TR 38.801v14 were used
to generate the peak offered load of the kth ONU/RU (Py). The
Py values obtained were (4170, 4445, and 3927) Mbps and
(4287, 4041, and 4440) Mbps for residential and commercial
ONU/RUs, respectively.

The guaranteed bandwidth B; of the MFH ONUs was
varied from 0.8 - Py to 1.2 - P;. For clarity, hereafter, P, has
been omitted from the values Bj. The variation in guaranteed
bandwidth indirectly reflects the impact of the variation in
traffic load on network delay. The rest of the ONUs in the PON
was assumed to be conventional in testing a coexisting scenario
with support for different PON services. Each conventional
ONU had a guaranteed bandwidth equal to the remaining
available bandwidth in the PON divided by the number of
conventional ONUs.

Moreover, the mean offered load of conventional ONUs was
85 % of their guaranteed bandwidth to simulate high loads.
In practice, additional network resources are allocated to the
system when it achieves around 85 % of its capacity [15].

The load generated by ONU/RU follows a Poisson distri-
bution with a mean value equal to the offered load for the
corresponding scenario, while that for the traffic of conven-
tional ONUs follows a self-similar traffic model [2]. Moreover,
the RU was assumed to generate bursts of Ethernet frames
(MFH data) every 250 us. The maximum cycle length was set
to 250 us, the propagation delay was considered to be 5 us/km,
and the guard period between transmissions from different
ONUs in the PON was 0.624 us.

Two scenarios lasting 60s each were simulated: 18:00 (6:00
pm) and 23:00 (11:00 pm). They were replicated ten times.
The BSs in commercial areas reached their peak load at 18:00,
while those in residential areas reached only 38.1% of their
maximum load. At 23:00 hours, the BS in the residential
areas reached their peak load, while those in commercial areas
reached only 8.1% of their maximum load [15]. These intervals
highlighted the load imbalance in ONU/RUs at different times
and locations in the city.

Since MFH ONUs serving BSs during off-peak traffic hours
experience lower delay values than those serving BSs in peak
traffic hours. The analysis in the next section focuses on MFH
ONUs in the peak traffic hour for each time scenario.

C. Simulation Results and Discussions

The simulation results show that MFH traffic does not
experience packet loss per ONU/RU (figures not shown in this
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Fig. 4: Geographical location of base stations in a 5km-radius region in
Dublin, Ireland. Points indicate base station locations. Blue Points and black
points indicate urban base stations (located in commercial areas) and suburban
base stations (located in residential areas) used in the simulations, respectively.

paper) because the aggregated guaranteed bandwidth is lower
than the aggregated offered load, which is sufficient to serve
such traffic. Thus, we analyze the guaranteed bandwidth per
ONU/RU and the corresponding MFH delay. The MFH delay
is the time elapsed between the arrival of the frame at the
ONU and at the OLT.

The proposed scheme achieved the required delay value
(<250us) for both scenarios with guaranteed bandwidth per
ONU/RU greater than or equal to 105% of the average peak
hour load value (Fig. [5). The MFH ONUs in the 18-hour
scenario require 10% more guaranteed bandwidth than those
in the 24-hour scenario due to the differences in the off-peak
BS traffic loads of the two scenarios. Since the bandwidth
leased must satisfy the worst-case scenario, the MNO needs
1.05 guaranteed bandwidth per ONU/RU. The other schemes
fail to produce satisfactory MFH delay values for the split
option considered for the guaranteed bandwidth values tested.

Our proposal not only meets the MFH delay requirements,
but also significantly reduces the required guaranteed band-
width per ONU/RU compared to other schemes. This leads
to increased bandwidth utilization and, importantly, to a cost
reduction for MNOs renting bandwidth from the InP

The schemes employing the Cooperative Interface produce
lower delay values than those that do not employ the Coop-
erative Interface. Moreover, bandwidth-sharing-based schemes
give 99.99th percentile delay values lower than those without



this technique. Furthermore, methods employing an online
policy with the cooperative interface (i.e., First-Fit with CTI
and RALM) generate 99th percentile delays lower than those
using an offline policy. Our proposal combines all of these
features to meet the stringent MFH requirements of a network
that provides QoS guarantees for all supported services.

The evaluated schemes do not decrease the 99.99th per-
centile of the delay value after a specific increase in the
contracted bandwidth. There is a fundamental limit in the
performance of resource allocation mechanisms that cannot be
surpassed by simply increasing the bandwidth. Even with the
CTI interface and appropriate maximum cycle length settings,
online disciplines, and bandwidth sharing mechanisms, the
grant sizing problem must be properly addressed to meet MFH
low latency requirements.

VI. FUTURE RESEARCH DIRECTIONS

This section presents future research directions for applying
PON technology in 6G fronthauling networks.

A. MFH Traffic Forecasting

Most current approaches for low latency MFH services
employ the cooperation between the Mobile and the PON
network (i.e., CTI approach). However, for split options 1 to 5,
the CTI approach cannot be implemented because the mobile
scheduling information (i.e., LOW MAC) is located on the
ONU side instead of the OLT side, where it is needed (see
Figure 1). Alternatively, the ONU could communicate with the
OLT to provide the necessary CTI information for bandwidth
allocation before the arrival of uplink mobile data. However,
this process increases complexity and delay while requiring
additional bandwidth due to additional messages sent, making
it feasible only for Enhanced Mobile Broadband (eMBB) and
massive machine-type communications (mMTC) services.

Another option would be to perform traffic forecasting at
the OLT without employing cooperation between the Mobile
and the PON networks. There is a trade-off between latency
overhead and prediction accuracy. Such a trade-off is espe-
cially relevant when involving Ultra-Reliable and Low-Latency
Communications (URLLC) since it may require a one-way
access delay as low as 100 us. Machine learning algorithms
can be used for traffic prediction with high accuracy and in
acceptable time frames to cope with this trade-off.

B. MFH-Aware PON Dimensioning and Planning

The design of PONs does not consider the requirements
of MFH traffic. Principles in PON design must be defined to
maximize network utilization while minimizing the guaranteed
bandwidth of a group of ONUs, while supporting these de-
mands under various delay constraints. For example, groups of
ONU/RUs could be employed to optimally exploit the concept
of bandwidth sharing. Another potential approach is to design
an MFH network to reduce the number of wavelengths and
the OLT equipment required.

C. MFH Traffic Management

Traffic management in the ONU is vital in supporting low-
latency MFH traffic over PONSs, especially in meeting variable-
rate split options under dynamic resource allocation schemes
that employ the Gated bandwidth allocation policy. Traffic
management mechanisms are essential to guarantee determin-
istic delay bounds. For example, the value of the parameters
of the traffic shaping mechanisms should be optimal to meet
the delay requirement of each split option. This tuning must
be well understood to achieve compliance with the definition
of split options.

VII. CONCLUSION

This paper has introduced a novel resource allocation me-
chanism for supporting 5G mobile network fronthauling in
EPONs. The main RA issues and approaches to support low-
latency MFH in these networks are discussed. Our proposal
includes bandwidth sharing for multi-ONU customers, the use
of the CTI interface, and maximum cycle length tailored to
MFH traffic requirements. Simulation results show that our
proposal provides lower delay values than do existing schemes
under realistic traffic scenarios. Our proposal increases net-
work utilization and statistical multiplexing gain for MNOs
employing PON-based MFH services, leading to lower MFH
costs than those of existing approaches. Moreover, with our
proposal, InPs can offer attractive business models.
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