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Abstract—Recently, the growing of deep space explorations
has attracted notable interests on interplanetary network (IPN),
which is the key infrastructure for communications across vast
distances in the solar system. However, the unique characteristics
of IPN pose numerous unexplored challenges for interplanetary
data transfers (IP-DTs), i.e., the challenges that existing schemes
developed for Earth-based networks are ill-equipped to handle.
To address these challenges, we first propose a novel distributed
algorithm that leverages the Lyapunov optimization to jointly
optimize the routing, scheduling and rate control of IP-DTs at
each node. Specifically, our proposal adaptively optimizes the
data-rate and bundle scheduling at each output port of a node,
significantly improving the end-to-end (E2E) latency and delivery
ratio of IP-DTs under a long-term energy constraint. Then, we
further explore the heterogeneity of IPN to introduce limited state
information exchange among nodes, and devise mechanisms for
generating and disseminating state messages to facilitate timely
adjustments of routing and scheduling schemes in response to
unexpected link disruptions and traffic surges. Simulations verify
the advantages of our proposal over the state-of-the-arts.

Index Terms—Interplanetary networks, Distributed routing
and data scheduling, Rate control, Information exchange.

I. INTRODUCTION

IN recent years, there has been a notable increase in global
interest in deep space and planetary exploration [1]. A

number of missions have been launched or are in preparation,
e.g., China’s Moon and Mars exploration missions [2, 3], the
National Aeronautics and Space Administration’s (NASA’s)
Europa Clipper [4] and asteroid sampling [5] missions, and
the European Space Agency’s Jupiter icy moons explorer and
planetary defense missions [6]. The surge of such missions
underscores the crucial role of the network infrastructure
that enables interplanetary communications, leading to the
studies on interplanetary networks (IPNs) [7]. Specifically,
IPN facilitates reliable data exchanges among various deep
space objects (e.g., satellites, rovers, spacecrafts and ground
stations) [8], and covers multiple celestial bodies as shown in
Fig. 1. Despite its origins decades ago, IPN research remains
highly relevant today, as ongoing deep space missions bring
new challenges, such as increased traffic loads, longer queuing
delays, and higher energy consumption.

IPNs are currently relatively small in scale, i.e., the number
of nodes in an existing IPN is usually smaller than 20. This is
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Fig. 1. An example of IPN.

because these IPNs were normally architected for individual
deep space exploration missions. For example, the IPN built
for China’s Chang’e-5 mission [2] only consists of fewer than
10 nodes, including the orbiter, lander, ascender, Queqiao relay
satellite and ground receiving stations. However, we anticipate
a rapid increase in their nodes and links in the near future,
driven by the aggressively-growing projects related to manned
exploration of Moon [9], permanent Moon bases [10, 11],
Mars immigration [12], etc. This will not only expand the
scale of IPN but also increase the volume and variety of IPN
traffic [13], posing unexplored challenges for the routing and
scheduling of interplanetary data transfers (IP-DTs).

Compared with other known networks [14–24], IPN is
unique from several perspectives, rendering the routing and
data scheduling schemes developed for networks on/around
Earth inapplicable to it. For instance, low Earth orbit (LEO)
satellite networks often rely on existing network protocols like
TCP, and do not require extreme resilience and flexibility,
owing to their shorter communication latencies (at millisecond
level), better connectivity, and lower error rates. First, the vast
distances between celestial bodies lead to extremely long IPN
links, and their movements and shields result in intermittent
connections and much more dynamic IPN topologies. This
overrules the possibility of centralized network control or end-
to-end routing path planning. Hence, while studies on LEO
satellite networks assumed short and predictable transmission
delays to leverage existing protocols [25–27], IPNs face unique
challenges that make precise coordination of routing, data
scheduling and rate control with brand-new techniques nec-
essary. Second, IPN is intrinsically much more heterogeneous
than other known networks, due to the huge differences (in
several orders of magnitude) in links, and computing/storage
capacities and power budgets of nodes. Third, most IPN nodes
(e.g., satellites and rovers) only have very limited comput-
ing/storage capacities and power budgets (i.e., solar power
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is the only available power source) [28], which precludes
the execution of complex routing and scheduling algorithms.
Lastly, the extreme electromagnetic (EM) interference preva-
lent in deep space often induces sudden and unpredictable
interruptions in IPN communications [29], posing significant
challenges in ensuring reliable IP-DTs.

Currently, the study of routing and data scheduling in IPN is
still immature, and thus existing approaches in the literature
can hardly address the aforementioned challenges properly.
Initially, NASA proposed to divide data into bundles (i.e.,
atomic data blocks for IP-DTs) and introduced a contact graph
routing (CGR) approach [30] to plan the routing schemes of
these bundles, but these proposals overlooked the buffering
and scheduling of bundles in each IPN node. Later on,
a few proposals were reported in [31–35] to optimize the
routing planning of CGR in consideration of how bundles
are queued in IPN nodes. However, all these approaches
processed bundles in each queue in the first-in-first-out (FIFO)
manner, without considering bundle-level scheduling in IPN
nodes. More recently, studies in [36–39] designed algorithms
to optimize the routing and scheduling of bundles in each IPN
node independently. Nevertheless, the state-of-the-arts in [36–
39] failed to address or leverage the heterogeneity of IPN.
While there are few studies on queue scheduling in DTNs
with deterministic contact schedules, our work fills this gap by
introducing a framework that jointly optimizes routing, data
scheduling, and rate control in IPNs, addressing the unique
challenges of energy constraints, extremely long delays, etc.

Note that, the performance of routing and data scheduling
of IP-DTs can be further improved from at least two aspects
by considering the heterogeneity of IPN. First, as the lengths
of links from a same IPN node can vary in several orders of
magnitude (e.g., a satellite orbiting Mars may communicate
with both a rover on Mars and another satellite around Earth),
optimizing the data-rate of each link connection adaptively
can improve routing and data scheduling in the node, along
with enhancing energy-efficiency. However, all studies in [36–
39] assumed that the data-rate of each link in a contact is
constant and not adjustable. Second, due to the substantial
differences in link lengths, it may be impractical to exchange
state information between IPN nodes when the link between
two nodes is exceptionally long (e.g., between Earth and
Mars), considering the loss of timeliness. By only considering
the routing of IP-DTs, researchers have verified the benefits of
limited state information exchange in [32, 40], but approaches
in [36–39] completely disregarded state information exchange.

The main contributions of this work are as follows:
• We formulate a detailed model that jointly optimizes the

routing, scheduling and rate control of IP-DTs on each
IPN node under a power budget.

• We propose an effective algorithm by leveraging Lya-
punov optimization [41], with a customized adaptation
that includes a penalty function and problem decomposi-
tion tailored specifically based on the features of IPNs.

• We introduce limited state information exchange and
devise an approach to adjust routing and data scheduling
in IPN nodes timely in response to unexpected link
interruptions and traffic increase on neighboring nodes.

• We validate the advantages of our proposals through ex-
tensive simulations, demonstrating its effectiveness over
existing benchmarks.

The rest of the paper is organized as follows. In Section
II, we provide an overview of IPN and survey the related
work briefly. Section III details the optimization model and
presents the Lyapunov-based algorithm devised to solve it. The
limited state information exchange mechanism is introduced in
Section IV. Our proposals are evaluated through simulations
in Section V. Finally, Section VI summarizes the paper.

II. BACKGROUND AND RELATED WORK

A. Background

The extremely-long communication delay and time-varying
topology of IPN necessitate the adoption of the “store-carry-
forward (SCF)” scheme, originally designed for delay tolerant
networking (DTN), to realize IP-DTs [42]. Specifically, instead
of first determining the end-to-end routing path for a bundle
and then forwarding it hop-by-hop accordingly, we need to
temporarily store the bundle at each intermediate node until a
suitable contact happens, allowing the bundle to be sent out
in a “greedy” manner in hopes of reaching its destination.
Although DTN has found numerous applications in networks
on/around Earth, its application in IPN is fundamentally differ-
ent due to the unique characteristics of IPN [43]. Therefore,
it is pertinent to investigate routing and data scheduling of
IP-DTs specifically, which has spurred recent studies on the
topic [35–39]. In addition to theoretical approaches, the Jet
Propulsion Laboratory (JPL) has developed and opensourced
the interplanetary overlay network (ION) project [44, 45],
providing a software platform for simulating and validating
bundle-based protocols and algorithms for IPN.

B. Related Work

Although there have been algorithms designed for routing
and data scheduling in Earth-based DTNs [46], they cannot
be directly applied to IPN because they normally assume that
contacts between nodes are random and they execute routing
and data scheduling schemes based on delivery likelihood, and
thus cannot perform optimization according to the contact plan
of an IPN. NASA pioneered research on the routing and data
scheduling of IP-DTs, and proposed the CGR algorithm [30]
that plans the routing of IP-DTs based on contact plan of IPN.
However, CGR ignores the queuing delay that each bundle
experiences in IPN and assumes that the bundle can certainly
be sent out within planned contacts, which, however, is not the
case when its queuing delay can make it miss its transmission
opportunity during planned contacts. This issue has motivated
the studies in [31–35], which extended CGR to optimize the
routing schemes of IP-DTs in consideration of the queuing
of bundles in IPN nodes. Nevertheless, they all assumed that
bundles are buffered in FIFO queues, omitting bundle-level
scheduling. The bundle-level scheduling was optimized jointly
with the routing of IP-DTs in [36–39] recently, but as we have
explained in the previous section, these proposals failed to
address or leverage the heterogeneity of IPN.
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Fig. 2. Theoretical model of an IPN node.

The performance of routing and data scheduling of IP-DTs
can be further improved by considering the heterogeneity of
IPN. For example, the heterogenous links and nodes in IPN
can be explored for controlling the data-rate of each link adap-
tively [35, 47, 48]. Although the feasibility of controlling the
data-rates of connections in IPN based on the considerations
of node storage [35, 47] and energy usage [48] has been
verified, how to integrate the adaptive rate control with the
routing and data scheduling of IP-DTs remains unexplored.
Lyapunov optimization [41] can be leveraged to tackle such
network control and resource optimization problems and has
verified its effectiveness in networks on/around Earth [49],
which are significantly different from IPN.

The heterogeneity of links in IPN also makes it possible
to have limited state information exchange between certain
nearby nodes. In [32], the mechanism of limited information
exchange was explored, and the authors integrated queue infor-
mation and interruptions in messages on “earliest transmission
opportunity (ETO)” and shared the ETO messages among IPN
nodes for better routing decision. However, they disseminated
ETO messages using the flooding scheme, which led to
excessive bandwidth overheads. Dhara et al. [40] proposed
CGR-SPI, which was an enhanced CGR algorithm, to optimize
routing decisions by sharing queue information among nearby
nodes, but they also did not optimize the information exchange
mechanism. Moreover, these studies only leveraged limited
state information exchange for optimizing the routing of IP-
DTs, but did not consider how to use it to enhance the
performance of routing and data scheduling jointly.

III. JOINT OPTIMIZATION OF ROUTING, SCHEDULING AND
RATE CONTROL OF IP-DTS

This section first describes the network model, followed by
the formulation to jointly optimize the routing, scheduling and
rate control of IP-DTs in an IPN node. Then, we propose
an algorithm based on Lyapunov optimization to solve the
problem. Table I summarizes the notations used in this section.

A. Network Model

The topology of an IPN can be conceptualized as a graph
with time-varying links Gt(V,Et), with V as the node set and
Et denoting the set of temporal links. Each temporal link et ∈
Et corresponds to a contact and is a tuple et(u, v, ts, te, r, τ),
where u and v are the end nodes, ts and te represent the
start and end time, r indicates the highest-achievable data-
rate, and τ signifies the transmission delay of the contact.

TABLE I
MAJOR NOTATIONS USED IN PROBLEM FORMULATION

Notation Description
V the set of IPN nodes
Et the set of temporal links
et a temporal link
u, v the end nodes of a temporal link
B a bundle for IP-DT
s, d the source and destination of a bundle
β the data size of a bundle
Qv the forwarding queue on node v

Qv,ui /Qi the queue on node v for bundles to its i-th neighbor ui
T the set of normalized time slots
bi(t) the number of bundles sent over (v, ui) at TS t
Ri(t) the number of bundles enqueued Qi at TS t
W the channel bandwidth
α the ratio of actual data-rate to channel capacity

γi(t) the ratio of channel gain to noise of (v, ui) at TS t
ri(t) the data-rate of (v, ui) at TS t
εi(t) the energy consumption of (v, ui) at TS t
ri,max the maximum data-rate of (v, ui)

Pv,mean the budget on average power usage of node v
Zv(t) the length of virtual queue Zv of node v at TS t
xB,i(t) the boolean variable for enqueuing B in Qi at TS t

To address the heterogeneity of the IPN, we partition the IPN
into several domains {Hj} based on the celestial bodies. Each
domain Hj includes all the IPN nodes that are on/around a
central celestial body (i.e., the j-th celestial body in the IPN).
We assume that the number of domains is h, and thus V =
H1∪H2∪ . . .∪Hh. Hence, the links can be classified as intra-
domain and inter-domain ones, where intra-domain links are
normally much shorter than inter-domain ones. A bundle for
IP-DT is modeled as B(s, d, β, ta, td, q), with s and d as its
source and destination, respectively, β as its data size, ta as its
generation time at s, td as the deadline before when it should
reach d, and q as its priority. Bundles with higher priorities
will be forwarded earlier, ensuring that time-sensitive data are
transmitted as quickly as possible.

B. Problem Description

We first introduce the basic theoretical model and main
procedure of determining routing, scheduling and rate control
for an IPN. Fig. 2 explains the theoretical model that we
design for optimizing the routing, scheduling and rate control
of IP-DTs in an IPN node. Note that, an IPN node can
be equipped with multiple antennas to communicate with
different nodes. Therefore, for each node v, we first assign
a forwarding queue Qv to buffer all the pending bundles that
are either received from other nodes or generated locally, and
then allocate a transmission queue Qv,ui that will store all
the bundles scheduled to use the i-th neighbor node of v (i.e.,
ui) as its next hop. More specifically, after determining the
routing and data scheduling schemes of pending bundles in
Qv , we will move bundles from Qv to {Qv,ui} accordingly.
Then, when the contact of link (v, ui) starts, our rate control
determines the data-rate for sending the bundles in Qv,ui
out according to the scheduled order, under a preset power
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budget. It is easy to verify that all the three aspects (i.e., the
routing decision for each bundle, the bundle-level scheduling
in each transmission queue, and the data-rates selected for each
contact of an outgoing link) affect the IP-DT performance of
an IPN node, justifying the necessity of joint optimization.

To facilitate bundle-level scheduling in each IPN node, we
assume that the node is a discrete-time system operating on
time slots (TS’), each of which has a fixed duration of ∆t.
Then, the system time is denoted as {∆t, 2∆t, . . .}, which can
then be normalized as t ∈ T = {1, 2, . . . , T} for simplicity
[37]. In such a discrete-time system, there are mainly two sets
of constraints to address for bundle-level scheduling, i.e., the
energy consumption and queue stability constraints.

1) Energy Consumption Constraints: We assume that IPN
node v has K antennas, each corresponding to a neighbor node
ui. Then, the rate control needs to determine the data-rate rB
used to send each bundle B in Qv,ui out. Since each contact
should have the highest-achievable data-rate ri,max, determined
by its physical condition, the selected data-rate rB follows

0 ≤ rB ≤ ri,max, ∀B ∈ Qv,ui . (1)

With rB selected for each bundle B, we can obtain the energy
usage εi(t) of corresponding antenna in each TS t. Since the
energy available to each IPN node v is usually limited [28], we
assume an upper limit on its long-term average power usage

lim
T→∞

{
1

T

T∑
t=1

E

[
K∑
i=1

εi(t)

]}
≤ Pv,mean. (2)

We denote the energy consumption per unit data transfer
as E(ε), where ε = 1

rB
is the transmission time per unit data

for bundle B. Then, based on the studies in [50, 51], we can
easily verify that E(ε) exhibits the following characteristics:

Theorem 1. (1) E(ε) ≥ 0, (2) E(ε) decreases monotonically
with ε, and (3) E(ε) is a strictly convex function of ε.

We perform the following analysis based on the assumption
of optimal channel coding [52] under the additive white
Gaussian noise (AWGN) channel model. Note that, the channel
condition and coding method are just chosen to simplify
the subsequent derivations, while the general procedure and
consequent algorithm design are applicable as long as Theorem
1 holds no matter which channel condition and coding method
are used. The channel capacity can be obtained as

C = W · log2 (1 + pB · γi(t)) , (3)

where W is the channel bandwidth, pB is the antenna power
used to transmit bundle B, and γi(t) is the state of the channel
at TS t, defined as the ratio of channel gain to channel noise1.
Then, the data-rate used for transmitting bundle B can be
denoted as rB = α · C, α ∈ (0, 1), and thus

E(ε) =
1

rB
· pB =

1

rB
·
{[

2( rB
α·W ) − 1

]
· 1

γi(t)

}
=

ε

γi(t)
·
[
2( 1

ε·α·W ) − 1
]
.

(4)

We can easily verify that E(ε) in Eq. (4) satisfies Theorem 1.

1Note that, this work considers time-varying channel state, i.e., the commu-
nication over a channel can be degraded or even interrupted due to unpredicted
reasons such as deep space EM interference, etc, but for simplicity, we assume
that the state of each channel stays constant within a TS.

2) Queue Stability Constraints: As explained above, the
routing decisions made by node v on bundles affect the
enqueue rate Ri(t) of each transmission queue Qv,ui . For the
clarity, we abbreviate Qv,ui as Qi and use Qi(t) to denote
the queue length of Qv,ui at TS t in the following derivations.
Then, the update of the queue state of Qi can be expressed as

Qi(t+ 1) = max [Qi(t)− bi(t), 0] +Ri(t), (5)

where bi(t) is the number of bundles sent over (v, ui) at TS
t and it depends on the rate control decisions of node v.
Meanwhile, none of the transmission queues grow indefinitely.
Hence, Qi must satisfy the following condition

lim
t→∞

E [Qi(t)]

t
= 0. (6)

The objective of the joint optimization of the routing,
scheduling and rate control of IP-DTs is to minimize the long-
term average queuing delay and the cost due to bundle losses
at each IPN node v. However, by checking Eqs. (2) and (5), we
find that the routing, scheduling and rate control of IP-DTs at
a TS jointly affect the queue status and energy usage of node
v at future TS’, which leads to a fairly complex optimization.

C. Lyapunov-based Optimization Model
In order to solve the aforementioned optimization, we

leverage the theory of Lyapunov optimization [41], which
is commonly used in queue optimization problems and can
achieve relatively good performance. The Lyapunov-based
optimization model is built as follows.

We first define a virtual queue Zv for each IPN node v. Let
Zv(t) represent the queue length of Zv at TS t, with the initial
condition Zv(0) = 0. And the update formula for Zv(t) is

Zv(t+ 1) = max

[(
Zv(t) +

K∑
i=1

εi(t)− Pv,mean ·∆t

)
, 0

]
. (7)

Here, Zv(t) can be interpreted as the “energy liability”, i.e., as
long as Zv(t) satisfies the queue stable condition in Eq. (6),
the energy constraint in Eq. (2) is satisfied [41]. We proceed
to optimize the operations on all queues in node v, i.e., the
transmission queue set Q(t) , (Q1(t),Q2(t), . . . ,QK(t))
and the virtual queue Zv(t), resulting in an overall queue set
as Θ(t) = (Q(t), Zv(t)), with Lyapunov function defined as

L (Θ(t)) ,
1

2

[
K∑
i=1

Q2
i (t) + Z2

v(t)

]
. (8)

Then, the conditional Lyapunov drift can be defined as

∆ (Θ(t)) , E [L (Θ(t+ 1))− L (Θ(t)) |Θ(t)] . (9)

Next, we use Lyapunov drift ∆ (Θ(t)) to continuously drive
the Lyapunov function in Eq. (8) towards low congestion

∆ (Θ(t)) = E [L (Θ(t+ 1))− L (Θ(t)) |Θ(t)]

=E

{
1

2

[
K∑
i=1

Q2
i (t+ 1)−

K∑
i=1

Q2
i (t) + Z2

v(t+ 1)− Z2
v(t)

]
|Θ(t)

}

≤M + E

[
K∑
i=1

Qi(t) ·Ri(t)|Θ(t)

]
− E

[
K∑
i=1

Qi(t) · bi(t)|Θ(t)

]

+ E

[
Zv(t)

(
K∑
i=1

εi(t)− Pv,mean ·∆t

)
|Θ(t)

]
,

(10)
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where M is the upper bound,

M ,max

{
E

[
K∑
i=1

(
R2

i (t) + b2i (t)

2

)
|Θ(t)

]

+ E


(

K∑
i=1

εi(t)− Pv,mean ·∆t
)2

2
|Θ(t)


 .

(11)

To get Eq. (10), we use the inequality (Q ≥ 0, b ≥ 0, R ≥ 0):

{max[Q− b, 0] +R}2 ≤ Q2 +R2 + b2 + 2Q · (R− b). (12)

We can reduce the average queue backlog by minimizing
the upper bound of the Lyapunov drift in Eq. (10), and
ensure that all the queues in Θ(t) are strongly stable [37,
41]. We also incorporate a penalty term to the objective
function to further evaluate the long-term performance of
routing decisions, aiming to minimize the “drift plus penalty”
[41]. Hence, the optimization objective is

Minimize F (t) =

K∑
i=1

Qi(t) ·Ri(t)−
K∑
i=1

Qi(t) · bi(t)

+ Zv(t)

(
K∑
i=1

εi(t)− Pv,mean ·∆t

)
+ λ · P(t),

(13)

where P(t) is the penalty term and λ is its weight, which is
typically chosen empirically, i.e., the term λ · P(t) reflects
the tradeoff between queue backlog and routing decisions.
Specifically, we can formulate P(t) as

P(t) = −
K∑
i=1

∑
B∈Qv

wB,i(t) · xB,i(t), (14)

where wB,i(t) is the normalized performance gain achieved
by selecting node ui as the next hop of bundle B at TS t, and
xB,i(t) is the boolean variable that equals 1 if bundle B is
enqueued in Qi at TS t, and 0 otherwise. According to our
previous study [39], wB,i(t) can be empirically formulated as
the weighted sum of factors such as the projected delivery
time, path length, and queue lengths of subsequent nodes on
the path (if state information exchange is enabled).

We then rewrite the objective function F (t) in Eq. (13) to
have two terms as

F (t) =

[
K∑
i=1

Qi(t) ·Ri(t) + λ · P(t)

]

−

[
K∑
i=1

Qi(t) · bi(t)− Zv(t)

(
K∑
i=1

εi(t)− Pv,mean ·∆t

)]
,

(15)

and decompose the optimization into two subproblems, name-
ly, the routing and scheduling and the rate control subproblems
related to the first and second terms in Eq. (15), respectively.

1) Routing and Scheduling Subproblem: With Eqs. (13)-
(15), we formulate the routing and scheduling subproblem as

Maximize F1(t) = λ

K∑
i=1

∑
B∈Qv

wB,i(t)xB,i(t)−
K∑
i=1

Qi(t)Ri(t)

s.t.
∑

B∈Qv

xB,i(t) = Ri(t), ∀i ∈ [1,K], ∀t ∈ T ,

K∑
i=1

xB,i(t) ≤ 1, ∀B ∈ Qv, ∀t ∈ T ,

(16)
where the first constraint reveals the relation between Ri(t)
and xB,i(t), and the second constraint ensures that we only
assign at most one next hop to each bundle. Then, the objective
function in Eq. (16) can be further transformed into

F1(t) =λ

K∑
i=1

∑
B∈Qv

wB,i(t)xB,i(t)−
K∑
i=1

[
Qi(t)

∑
B∈Qv

xB,i(t)

]

=

K∑
i=1

∑
B∈Qv

[λ · wB,i(t)−Qi(t)] · xB,i(t),

(17)
which leads to a straightforward strategy for deciding the value
of each xB,i(t), i.e., for each bundle B, we find the values of
{xB,i(t)} that can maximize λ · wB,i(t)−Qi(t) as

xB,i(t)
∗ = argmax

xB,i(t)

[λ · wB,i(t)−Qi(t)] , ∀B ∈ Qv. (18)

2) Rate Control Subproblem: With Eqs. (13) and (15), we
formulate the rate control subproblem as

Maximize F2(t) =

K∑
i=1

Qi(t)bi(t)

− Zv(t)

[
K∑
i=1

εi(t)− Pv,mean ·∆t

]
.

(19)

To represent the impact of rate control decisions on the IPN
node, we can express bi(t) and εi(t) as:

bi(t) = bi(~rB(t),S(t)),

εi(t) =
∑

B∈Bi(t)

βB · E
(

1

rB

)
, (20)

where Bi(t) is the set of the bundles in Qi transmitted
at TS t, ~ri,B(t) is the rate control vector for transmitting
bundle in TS t (i.e., ~ri,B(t) = {rB |B ∈ Bi(t)}), and S(t)
is the current state vector of node v and (v, ui) (i.e., S(t) =
{Q(t), Zv(t), γi(t), (t

s, te, r, τ)}).
In order to clarify the relation between ~ri,B(t) and bi(t),

we introduce the following theorem.

Theorem 2. As for Bi(t), the most energy-efficient rate control
strategy satisfies rBl = rBm , ∀Bl, Bm ∈ Bi(t).

Proof: We first check the simplest case with two bundles
Bi(t) = {B1, B2}, and there are only two strategies to test:
• We have rB1

< rB2
(or the other way around), and thus

the transmission latencies are lB1 =
βB1

rB1
and lB2 =

βB2

rB2
,

with lB1 + lB2 = ∆t.
• We have r∗B1

= r∗B2
= r∗, where r∗ =

βB1
+βB2

∆t .
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Here, βB1
is the data size of bundle B1 and likewise βB2

. The
energy consumptions of the two strategies are εi(rB1 , rB2) and
εi(r

∗
B1
, r∗B2

), respectively. Then, we can prove

εi(rB1 , rB2)− εi(r∗B1
, r∗B2

)

=βB1E
(
lB1

βB1

)
+ βB2E

(
lB2

βB2

)
− (βB1 + βB2)E

(
1

r∗

)
=βB1E

(
lB1

βB1

)
+ βB2E

(
lB2

βB2

)
− (βB1 + βB2)E

(
lB1 + lB2

βB1 + βB2

)
>0,

(21)
by leveraging the convex nature of E(·) (i.e., Theorem 1). This
proof can be easily generalized to the case with an arbitrary
number of bundles, and thus we prove Theorem 2.

Hence, the rate control decisions ~ri,B(t) for bundles trans-
mitted at TS t can be simplified to determine ri(t) at TS t
under the following constraints2

0 ≤ ri(t) ≤ ri,max, ∀i ∈ [1,K], ∀t ∈ T . (22)

We assume that each TS t is either included in or excluded
from a contact completely, define the average size of the
bundles for being sent over (v, ui) at TS t as β̄, and get

bi(t) =
∆t · ri(t)

β̄
,

εi(t) = ∆t · ri(t) · E
(

1

ri(t)

)
=

∆t

γi(t)

[
2
ri(t)
α·W − 1

]
,

(23)

Note that, the term Zv(t)Pv,mean ·∆t in Eq. (19) is a constant,
and thus by removing it and substituting Eq. (23) in Eq. (19),
we transform the objective function into

Maximize F2(t) =

K∑
i=1

Qi(t) ·
[

∆t · ri(t)
β̄

]

− Zv(t)

K∑
i=1

[
∆t

γi(t)

]
·
(

2
ri(t)
αW − 1

)
.

(24)

In order to maximize the F2(t) in Eq. (24), we obtain its
partial derivative with respect to ri(t) as

∂F2(t)

∂ri(t)
= Qi(t)

[
∆t

β̄

]
− Zv(t)

[
∆t

γi(t)

] [
2
ri(t)
αW

(
ln(2)

αW

)]
, (25)

find the zeros of the equation by solving

Qi(t)

[
∆t

β̄

]
− Zv(t)

[
∆t

γi(t)

] [
2
ri(t)
αW

(
ln(2)

αW

)]
= 0, (26)

and get

r̃i(t) = α ·W · log2

[
α ·W · Qi(t) · γi(t)

ln(2) · Zv(t) · β̄

]
. (27)

As ∂2F2(t)
∂r2i (t)

≤ 0 always holds, we get the optimal rate r∗i (t)

by incorporating the constraint in Eq. (22):

r∗i (t) =


r̃i(t), if 0 < r̃i(t) < ri,max,

ri,max, if r̃i(t) ≥ ri,max,

0, if r̃i(t) ≤ 0.

(28)

Algorithm 1: L-RSRC Algorithm

1 t = 0, Zv(t) = 0 and initialize Qv and {Qi};
2 while the IPN node v ∈ V is operational do
3 insert all the newly generated/received bundles in Qv;
4 for each bundle B ∈ Qv do
5 calculate N paths for B whose projected delivery

time is the earliest, and compute wB,i(t);
6 if at least one path is found then
7 select the next hop for B with Eq. (18);
8 move B to the corresponding queue Qi;
9 else

10 keep B in Qv;
11 end
12 end
13 for each queue Qi do
14 if (v, ui) is in contact then
15 obtain β̄ for bundles in Qi, and calculate

r∗i (t) with Eq. (28);
16 else
17 ri(t) = 0;
18 end
19 adjust the order of bundles in Qi with the data

scheduling algorithm in [39];
20 end
21 calculate εi(t) and update Zv(t) with Eq. (7);
22 for each queue Qi do
23 if (v, ui) is in contact then
24 transmit bundles in Qi in sequence;
25 end
26 end
27 t = t+ 1, remove expired bundles in Qv;
28 end
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Fig. 3. Bundle format for encapsulating state information.

D. Algorithm Description

Based on the above derivations, we design a distributed rout-
ing, scheduling and rate control algorithm based on Lyapunov
optimization (L-RSRC), as shown in Algorithm 1.
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Line 1 initializes the process. Then, if an IPN node v is
operational, the while-loop of Lines 2-28 performs the joint
optimization of routing, scheduling and rate control of IP-
DTs in discrete time. Specifically, the operations at each TS
are explained as follows. First, after updating the forwarding
queue Qv to enqueue all the newly generated/received bundles
(Line 3), the for-loop of Lines 4-12 determines the routing
of each bundle in Qv by selecting a proper next hop for it
using Eq. (18). Line 5 calculates routing paths for bundle B
using the CGR algorithm [30], based on the scheduled contacts
between IPN nodes. Next, bundles with designated next hops
are enqueued to corresponding transmission queues, and the
for-loop of Lines 13-20 checks each queue Qi to accomplish
the rate control of each bundle there, using Eq. (28). Note that
Qi(t) is constant after each TS t with all the enqueued bundles
transmitted. After determining the transmission data-rate of
each bundle, we leverage our data scheduling algorithm in
[39] to adjust the transmission order of the bundles in Qi (Line
19), and the algorithm can adjust the order of bundles in Qi
by jointly considering their attributes of sizes, priorities, time-
to-lives (TTLs), etc., to get the minimum expected queuing
delay. Line 21 calculates εi(t) and updates the virtual queue
Zv(t). Finally, the actual transmission of bundles is executed
according to the established scheme (Lines 23-25).

Complexity Analysis: Algorithm 1 runs independently on
each IPN node and its time complexity can be analyzed as
follows. The complexity of calculating N paths in Line 5 is
O (N · |C| · log(|C|)), where |C| is the size of the contact
plan [53], while the complexity of wB,i(t) calculation and
routing decision is O(K). Hence, the complexity of the routing
phase is O (|Qv| · (N · |C| · log(|C|) +K)). The complexity
for getting r∗i (t) is O(1), and thus the complexity of the rate
control phase is O(K). The complexity of the data scheduling
in Line 19 is O(K2·(|Qv|2+ ri(t)

β̄
)) according to the analysis in

our previous work [39]. Finally, the overall complexity of Al-
gorithm 1 is O

(
|Qv|N |C| log(|C|) +K3

(
|Qv|2 + ri(t)

β̄

))
.

IV. LIMITED STATE INFORMATION EXCHANGE

The L-RSRC algorithm proposed in the previous section
needs to evaluate routing paths and channel states to reach a
proper decision. If we run the algorithm in a purely-distributed
manner, each IPN node relies solely on its local information
to make IP-DT decisions, which can be suboptimal given
the limited information available to each node individually.
Therefore, in this section, we leverage the heterogeneity of
IPN to design a limited state information exchange mechanism
that enables IPN nodes make more informed decisions for IP-
DTs, especially to cope with unexpected link interruptions and
sudden surges in traffic.

A. Bundle Encapsulation and Message Format

If two IPN nodes are close or can communicate with short
latency, they can engage in state information exchange, while
the actual threshold on distance or communication latency can

2If a bundle takes multiple TS’ to transmit, we can assign different data-
rates across TS’ by treating the segments of the bundle as multiple ones.

Bundle Protocol Agent (BPA)

Application Agent

Information Collector (IC) Message Processor (MP) Information 

Database

Messages

ADUs

Forwarder
Forwarding 

Queue

Transmission 

Queue

Bundles

Bundles 

Received

ADUs

Messages

Update

Triggered 

Event

Fig. 4. Procedure of generating and processing state message bundles.

be set empirically. We encapsulate the state information of a
node in a bundle intended for state messages. The format of the
state message is designed based on that has been standardized
in the bundle protocol [54]. As shown in Fig. 3, the primary
block (i.e., the bundle header) contains the necessary control
information for processing the bundle, such as the bundle
protocol version, source and destination, etc. Here, we leverage
one unused bit in the Bundle Processing Control Flags field to
identify whether a bundle is for a state message. Specifically,
the flag bit is named as Flag Info, which is set as 1 for a state
message bundle, and 0 otherwise. If an IPN node sees a state
message bundle, it assigns the highest priority to the bundle to
ensure the timeliness of delivery. Following the primary block,
we have the canonical block [54], which contains the payloads
that encapsulate the state information.

The canonical block contains a series of payloads, i.e., the
application data units (ADUs), each of which is characterized
by the fields about its originator (nori) (i.e., the IPN node that
generates it), associated object (eobj) (i.e., a transmission queue
and its outgoing link), effective time length (teff), expiry time
(texp) and creation timestamp (tc). Next, the section of message
parameters encodes the state information for exchange, which
is mainly about each transmission queue in a node, including
the queue length, total buffered data size, earliest transmission
opportunity (ETO) [32], data-rate and health of the queue’s
outgoing link, etc. The state information can be used to update
{wB,i(t)} to {w′B,i(t)} as follows, ensuring that the penalty
obtained by substituting {w′B,i(t)} into Eq. (14) accurately
reflects the status of subsequent nodes along a bundle’s routing
path:

w′B,i(t) = wB,i(t)− η
∑
u∈Pi

θhop ·Ψu
v , (29)

where η is the modification factor, θhop is the discount factor
of node u based on the hop-count, hop, from u to v on path
Pi, and Ψu

v is the evaluation value determined by node v using
the received state information about node u. The values of η
and θhop are determined empirically.

B. Generation and Processing of State Message Bundles

Fig. 4 illustrates our design for generating and process-
ing the state message bundles in each IPN node v. Each
node maintains an information database to store the state
information received from its neighbors, which is used to
further optimize its decisions on routing, scheduling and rate
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control of IP-DTs. We design an information collector (IC)
and a message processor (MP) to be integrated into the
application agent specified in [54], where the IC collects the
state information about the node and generates state messages
as needed, while the MP handles state messages received from
neighbors and updates the information database accordingly.
In addition, we enhance the bundle protocol agent (BPA)
defined in [54] to support the encapsulation and parsing of
state message bundles.

C. Triggering and Dissemination Mechanisms

Finally, we elaborate on the mechanisms for triggering the
generation of state message bundles and disseminating them
efficiently. For the triggering mechanism, it is essential to
balance the tradeoff between the timeliness and accuracy of
state information and the overheads associated with generat-
ing, transmitting and processing this information. We consider
the following three scenarios:
• Fixed time interval based triggering (FTT): state message

bundles are generated periodically.
• Queue change based triggering (QCT): state message

bundles are generated when the length of a transmission
queue changes beyond a preset threshold.

• Link change based triggering (LCT): state message bun-
dles are generated when the status of a link changes
unexpectedly to affect its data transmission significantly.

The dissemination mechanism decides which nodes should
receive a state message, considering the message’s timeliness
and bandwidth overhead. To send a state message bundle to
multiple destinations, we unicast it multiple times, making the
bundle multicast compatible with the algorithm designed in the
previous section. We consider the following three scenarios:
• TTL: A state message bundle propagates in the IPN until

its preset survival time expires.
• Maximum hop count (MHC): A state message bundle is

forwarded until its hop count reaches a preset upper-limit.
• Intra-domain only (IDO): A state message bundle is only

forwarded within the domain of its source.

V. PERFORMANCE EVALUATIONS

In this section, we perform extensive simulations to compare
our proposed L-RSRC algorithm with existing benchmarks
and to explore the performance gain achieved by various state
information exchange mechanisms.

A. Simulation Setup

We consider two IPN topologies, i.e., IPN-1 and IPN-2, as
shown in Figs. 5(a) and 5(b), respectively. Specifically, IPN-1
covers three domains associated with Earth, Moon, and Mars,
respectively, and it consists of 8 nodes, including a ground
control center, 3 ground stations, 2 rovers, and 2 satellites,
while IPN-2 includes two more domains concerning Mercury
and Venus, making 14 nodes in it, i.e., a ground control center,
3 ground stations, 2 rovers, and 8 satellites. Each simulation
spans 24 hours in the IPNs, where motions of IPN nodes are
emulated using the Satellite Tool Kit (STK) [55]. In each node,

Earth

Mars

Moon

Inter-Domain Link

lntra-Domain Link

Satellite

Ground Station

Rover

Ground Control Center

(a) 3-domain small-scale topology (IPN-1)

Moon

Mars

Earth

Mercury

Venus

Inter-Domain Link

lntra-Domain Link

Satellite

Ground Station

Rover

Ground Control Center

(b) 5-domain large-scale topology (IPN-2)

Fig. 5. IPN topologies used in simulations.

bundles are dynamically generated with Poisson traffic model.
The bundles are categorized into three priorities based on their
data sizes: 1) high priority (bundles carrying critical control
commands or state information, ranging from 1 to 8 KBytes.),
2) medium priority (bundles used for transmitting telemetry
data and operating status, ranging from 16 to 64 KBytes.)
and 3) low priority (bundles used for scientific data transfer,
including images and sensor readings, ranging from 128 to
1024 KBytes.). The distribution ratio of bundles in the three
priorities is 1:1:18. Table II lists the simulation parameters.
To ensure statistical accuracy, we average the results from 5
independent runs to get each data point in the simulations.

TABLE II
SIMULATION PARAMETERS

Parameters Values

Time span 24 hours (86, 400 seconds)
Duration of a TS ∆t 1 second

Average lifetime of bundles 10, 000 seconds (IPN-1)
20, 000 seconds (IPN-2)

W 10 MHz
α 0.9

γi(t) [0.003, 0.01]

Pv,mean [0.5, 5.0] KW
ri,max [50, 500] kbps
η 0.1

θ 0.8

Our simulations compare the proposed L-RSRC algorithm
with 4 existing approaches in the literature: 1) CGR [30], 2)
EAODR [34], 3) MARS3 [36], and 4) the FD-RDS-appro that

3MARS [36] actually used multiple weight settings. In the following
discussion, we only show the results of the one that performs the best in
most of the simulation scenarios.
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we proposed in [39]. As none of the benchmarks incorporates
rate control of IP-DTs, we assume that they all just evenly
distribute the available energy for an IPN node in each TS to
all of its outgoing links that are in contact.

B. IPN without Unexpected Interruptions

We first conduct simulations for the ideal scenario where
there are no unexpected interruptions in IPN, and the limited
state information exchange is disabled. The results obtained
in IPN-1 are shown in Fig. 6, which shows that our L-RSRC
achieves the best IP-DT performance among all the algorithms,
i.e., the lowest average end-to-end (E2E) latency and highest
delivery ratio. Specifically, on average, L-RSRC reduces E2E
latency and improves delivery ratio by 43.80% and 33.21%,
respectively, over the benchmarks. This superiority stems from
L-RSRC considering various aspects of an IPN node to jointly
optimize the routing, scheduling and rate control of IP-DTs.
FD-RDS-appro also optimizes the routing and scheduling of
IP-DTs jointly, and thus it follows closely in performance.

The simulations are then repeated with IPN-2, and the
results are in Fig. 7, which still follow the similar trends as
those in Fig. 6. To adapt to the larger topology of IPN-2,
we double the average lifetime of bundles in the simulations.
This is the reason why the delivery ratio in IPN-2 is higher
than that in IPN-1 when the algorithm and traffic load are the
same. We notice that this time, the performance gains achieved
by L-RSRC over the benchmarks on delivery ratio are much
larger than those in Fig. 6, with an improvement of 46.65% in
E2E latency and 52.54% in delivery ratio on average over the
benchmarks, respectively. This suggests that the optimization
of rate control achieved by L-RSRC becomes more important
in larger and more complex IPNs. It is interesting to notice
that the average E2E latency from L-RSRC is slightly longer
than that from FD-RDS-appro when the traffic load is higher
than 1.3 bundles/minute/node. This can be understood by the
larger gaps between the delivery ratios from the two algorithms
at such loads, i.e., L-RSRC successfully delivers many more
bundles with relatively long transmission distances.

C. IPNs with Unexpected Interruptions

We then consider more practical scenarios where unex-
pected interruptions can happen on inter-domain links due
to the extreme EM interference in deep space. Specifically,
we explore two such scenarios: 1) Scenario-1, where each
susceptible link randomly experiences [3, 5] interruptions in a
simulation, and the duration of each interruption is [259, 2592]
seconds (i.e., [0.3%, 3%] of the simulation time (24 hours)),
and 2) Scenario-2, where each susceptible link is randomly
interrupted for [3, 8] times in a simulation, and the duration
of each interruption is [432, 4320] seconds (i.e., [0.5%, 5%] of
24 hours). This time, we assume that limited state information
exchange is turned on, with the FTT mechanism, which
promotes each node to generate a state message bundle every
200 seconds, and the TTL mechanism sets its survival time
as 1, 000 seconds. The length of each state message bundle is
assumed to be 1 KByte. Regarding the algorithms, we consider
two versions of L-RSRC, i.e., one with state information

(a) Average E2E latency

(b) Delivery ratio

Fig. 6. IPN-1 without unexpected interruptions or information exchange.

(a) Average E2E latency

(b) Delivery ratio

Fig. 7. IPN-2 without unexpected interruptions or information exchange.

exchange (L-RSRC-info) and without (L-RSRC). Since CGR,
EAODR, MARS and FD-RDS-appro do not consider state
information exchange, we introduce a new benchmark called
CGR-ETO [32], which leverages state information from other
nodes to optimize IP-DTs, to replace CGR.

The results obtained in IPN-1 are shown in Figs. 8 and 9
for the two interruption scenarios, respectively. Unexpected
interruptions indeed degrade the performance of each algo-
rithm noticeably, when compared to their counterparts in Fig.
6. However, L-RSRC still outperforms all the benchmarks,
achieving average improvements in E2E latency of 40.79%
and 37.83%, and average increases in delivery ratio of 28.96%
and 28.21% in the two interruption scenarios, respectively. We
also observe that the inclusion of limited state information
exchange can further improve the performance of L-RSRC.
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(a) Average E2E latency

(b) Delivery ratio

Fig. 8. IPN-1 with unexpected interruptions (Scenario-1).

Specifically, L-RSRC-info achieves average improvements of
5.71% and 7.95% in E2E latency and average increases of
2.37% and 4.58% in delivery ratio over L-RSRC in the two
scenarios, respectively. The gaps between L-RSRC-info and
L-RSRC in Figs. 8 and 9 become larger when traffic load
increases or there are more and severer interruptions, further
justifying the value of limited state information exchange.

Figs. 10 and 11 plot the results obtained in IPN-2. L-
RSRC and L-RSRC-info still outperform the benchmarks
significantly in both the delivery ratio and average E2E latency,
with average improvements of 45.33% and 42.57% in E2E
latency and 51.41% and 50.49% in delivery ratio across
the two interruption scenarios, respectively, but their average
E2E latencies are similar as those from FD-RDS-appro. This
verifies that our proposals can better adapt to scenarios with
unexpected interruptions. As explained above, L-RSRC suc-
cessfully delivers more bundles with relatively long transmis-
sion distances, making its average E2E latency slightly longer
than that of FD-RDS-appro when the traffic load is high.
Meanwhile, it is interesting to notice that compared with the
results of IPN-1, the performance gaps between L-RSRC-info
and L-RSRC become smaller, with L-RSRC-info achieving
1.92% and 5.38% reductions in E2E latency and 0.82% and
1.14% improvements in delivery ratio on average in the two
interruption scenarios, respectively. This can be attributed to
two factors: 1) the longer average transmission latency in IPN-
2 degrades the timeliness of state information, and 2) the larger
topology of IPN-2 increases the communication overheads due
to state information exchange, offsetting certain performance
gains. Therefore, finding the best state information exchange
mechanism becomes relevant to further optimize the tradeoff
between performance gains and communication overheads.

D. Comparisons of State Information Exchange Mechanisms

Finally, we compare the state information exchange mech-
anisms and explore their impacts on L-RSRC-info’s perfor-

(a) Average E2E latency

(b) Delivery ratio

Fig. 9. IPN-1 with unexpected interruptions (Scenario-2).

(a) Average E2E latency

(b) Delivery ratio

Fig. 10. IPN-2 with unexpected interruptions (Scenario-1).

mance. The simulations use the highest traffic load (i.e., 1.5
bundles/minute/node) and interruption Scenario-2. We count
the total size of the state message bundles forwarded by the
nodes in an IPN as the load overhead of state information
exchange (i.e., if a same bundle is forwarded by multiple
nodes, its size contributes to the overhead multiple times).

We first evaluate the impact of triggering mechanisms by
fixing the dissemination mechanism as TTL-1000, i.e., the
survival time of each state message bundle is set as 1, 000
seconds. The results obtained in IPN-1 are shown in Fig.
12(a), where “no info” represents the situation without state
information exchange, FTT-200 and FTT-500 are for the FTT
mechanisms with state message bundle generation intervals
as 200 and 500 seconds, respectively, and QCT-0.01, QCT-
0.10 and QCT-0.25 respectively denote the QCT mechanisms



11

(a) Average E2E latency

(b) Delivery ratio

Fig. 11. IPN-2 with unexpected interruptions (Scenario-2).

(a) Results with IPN-1

(b) Results with IPN-2

Fig. 12. IP-DT performance under different trigger mechanisms.

with queue length change thresholds as 1%, 10% and 25%,
respectively. We have tested more settings for FTT and QCT,
but their results exhibit similar trends as those in Fig. 12(a).
We can see that although all triggering mechanisms incur
load overheads, they achieve certain IP-DT performance gains
over the case without state information exchange. Although
QCT-0.01 achieves the best IP-DT performance among all the
mechanisms, i.e., it provides the shortest average E2E latency
and the highest delivery ratio, its load overhead due to state
information exchange is also the highest. On the other hand,
FTT-200 and QCT-0.10 achieve better balance between IP-DT
performance and load overhead. Although the load overhead
of LCT is the lowest, it performs worse than most of the FTT

and QCT mechanisms on IP-DT routing and scheduling. This
is because LCT only cares about link status changes while
its extremely low trigger frequency for state message bundle
generation cannot report the queue-related information timely.

The results for IPN-2 are shown in Fig. 12(b). This time,
QCT-0.10 achieves the best IP-DT performance, and its load
overhead is not the highest, while QCT-0.01 does not achieve
the best IP-DT performance in IPN-2. This is because the larg-
er and more complex topology of IPN-2 amplifies the negative
effect of load overhead, offsetting the gains of QCT-0.01 on
IP-DT performance (due to its excessive load overhead).

Next, we evaluate the impact of dissemination mechanisms,
and as QCT-0.10 balances the tradeoff between IP-DT perfor-
mance and load overhead the best in both IPN-1 and IPN-2
according to Fig. 12, we use it as the triggering mechanism.
The results obtained in IPN-1 and IPN-2 are shown in Figs.
13(a) and 13(b), respectively. Here, MHC-1 and MHC-2
respectively denote the MHC mechanisms with maximum hop
counts as 1 and 2, respectively, and TTL-500, TTL-1000
and TTL-2000 set the survival time of each state message
bundle as 500, 1, 000 and 2, 000 seconds, respectively. We also
consider two combined dissemination mechanisms, 1) COM-
1: the combination of IDO and MHC-2, and 2) COM-2: the
combination of MHC-2 and TTL-2000. In Fig. 13, the IP-
DT performance of TTL mechanisms generally improves with
the survival time of each state message bundle, but the gain
is actually decreasing due to the increase of load overhead,
especially for the cases in IPN-2. For instance, in Fig. 13(b),
the gains on delivery ratio is relatively small and the average
E2E latency even increases, but the load overhead increases
dramatically, when comparing TTL-2000 with TTL-1000.

The fact that MHC-2 balances the tradeoff better than MCH-
1 suggests that the state information from the nodes other than
the neighboring ones contributes to IP-DT decision-making,
but at the cost of increased load overhead. It is promising
to observe that the performance of IDO in balancing the
tradeoff between the average E2E latency and delivery ratio is
comparable to that of TTL-500 and TTL-1000 in Figs. 13(a)
and 13(b), respectively, while its load overhead is significantly
smaller than that of TTL mechanisms. This indicates that the
heterogeneity of IPN is better explored by IDO, enabling more
efficient limitation of the dissemination range of state message
bundles. Moreover, IDO performs better in IPN-2 than in IPN-
1, suggesting its better adaptability to larger-sized IPNs. We
can see that compared with IDO, the dissemination range of
COM-1 is further restricted, resulting in reduced load overhead
but slightly degraded IP-DT performance. As for COM-2, its
IP-DT performance is better than that of MHC-2 in IPN-1
because of the larger dissemination range, but the increased
load overhead leads to decline of IP-DT performance in IPN-
2. Fig. 13 suggests that the optimal setting of dissemination
mechanism depends on the actual topology and attributes of
each IPN, and thus it should be selected empirically.

VI. CONCLUSION

In this paper, we studied how to leverage the heterogeneity
of IPN to improve the performance of IP-DTs. We first
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(a) Results with IPN-1

(b) Results with IPN-2

Fig. 13. IP-DT performance under different dissemination mechanisms.

proposed to jointly optimize the routing, scheduling and rate
control of IP-DTs on each IPN node, and designed an effective
algorithm by leveraging the Lyapunov optimization. Then,
we introduced limited state information exchange among IPN
nodes, and designed the mechanisms for generating and dis-
seminating the state message bundles, to assist IPN nodes to
adjust their routing and scheduling schemes timely in response
to unexpected link interruptions and traffic increase. Extensive
simulations confirmed the advantages of our proposals over the
state-of-the-art, i.e., they not only reduced the average E2E
latency but also increased the delivery ratio of IP-DTs.
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