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Abstract—With network virtualization, an infrastructure  and flow-table space on substrate switches (S-SWs), and
provider can create virtual software-defined networks (VSINs)  pandwidth on substrate links) to the virtual switches (V3Ws
S\rlg\:i dae r ;h("’lsrgcsj) S‘_f_?ﬁgi‘ﬁagl‘zt;""t’ﬂ; Z”F?S 'teoasrin”lﬁgr tgigse[r)‘gfae and links in vSDNSs, and it has already been studied intelysive
applications in a short time-to-market, flexible and cost-fective in literature [9 11]. The VNE results are realized by the NVH
way. However, in a dynamic network, both the instances of vSRs ~ for VSDN slicing, which divides the flow-table space of each
and the traffic in each vSDN can change over time, which would S-SW into logic regions accordingly, and serves as a proxy
degrade the optimality of the embedding schemes of vSDNs and petween the S-SWs and the virtual controllers (vCs) of the
even cause serious reliability issues. Therefore, in thisark, we VSDNs for control message translation [10]. Previoushew f

extend our protocol-oblivious forwarding (POF) based netverk .
virtualization hypervisor (NVH) system (i.e, PVX) to realize NVH systems have been designed and demonstrated, such as

hitless VSDN migration to avoid ternary content addressa FlowVisor [12], OpenVirtex (OVX) [13], and PVX [7].

memory (TCAM) depletion. Specifically, we design the PVX  Note that, in a dynamic network environment, both the
system to realize the vSDN migration that is transparent to he  jnstances of vSDNs and the traffic flowing in each vSDN can
controllers of vSDNs and would cause zero or very few packet change over time. This, however, might make the optimal VNE

losses. The proposed PVX is then implemented in a real netwlor . .
testbed, and we conduct experiments to verify its effectiveess. results implemented by the NVH not optimal anymore, and

Index Terms—Network virtualization, Software-defined net- €ven lead to serious reliability issues [14]. For instartbe,
work (SDN), Virtual network migration, Protocol-obliviou s for- sudden traffic increase in a vSDN can congest the S-SWs on

warding (POF). which it is embedded, and as the S-SWs are actually shared
by multiple vSDNs, the traffic congestion will interrupt the
. INTRODUCTION services of all these vSDNs. Moreover, the ternary content
Nowadays, to adapt to the fast development of Big Data apddressable memory (TCAM) on each S-SW also gets shared
plications, geographically-distributed datacenter (B@tems by vSDNs to store the flow-tables on their vSWs, and it can
have been built globally to deliver low-latency, high-gtyal be used up while the vSWs still have new flow-tables to be
and non-disruptive services to end users [1]. Meanwhile, tinstalled. This will cause the flooding #acketinmessages to
emerging of network virtualization technologies [2—4] blea the related vCs and seriously impact the vSDNs'’ services.
service providers (SPs) to work around the high expenses ofThe aforementioned reliability issues can be resolved by
building and operating physical DC systems, and thus thigir Binvoking vSDN migration to re-balance the resource utila
Data applications can be supported in a short time-to-narkie the substrate network dynamically [14]. Fig. 1 provides a
flexible and cost-effective way [5]. Specifically, with netk  intuitive example on vSDN migration. Here, the original VNE
virtualization, the infrastructure provider (InP) that msva schemes of/SDNsl1 and 2 makes-SWsh anda’ shareS-SW
substrate networke(g, a physical geographically-distributed3, and then, during network operation, we find that a TCAM
DC system) can solicit requests from SPs, create logicallgepletion would happen o8-SW3. To resolve the issue, we
isolated virtual networks (VNTs) over the substrate nelwoican migratev-SW a' in vSDN 2 from S-SW3 to S-SW5
accordingly, and lease the VNTs to the SPs on demand [6].re-balance the TCAM utilization in the S-SWs. Then, the
Note that, to better support the SPs’ Big Data applicatiams, virtual links (VLs) in vSDN2 also need to be reconfigured to
expect the VNTS to be software-defined networks (SDNs) sucbnnectv-SWa' to v-SWs' and¢’. Although the procedure of
that enhanced network programmability can be guaranteed ¥8DN migration is straightforward, to design an NVH that can
application-aware network control and management (NC&M3upport it effectively is still challenging due to two reaso
Therefore, how to design and implement the network virtuakirst of all, the vSDN migration should be made transparent t
ization system that can slice virtual SDNs (vSDNSs) effegtiv the vSDNs’ vCs because the vCs interact with S-SWs through
becomes an interesting and urgent problem to solve [7, 8].the NVH. Hence, if the vSDN migration can be solely handled
To effectively slice vSDNs over a shared substrate netwotky the NVH, simplified vSDN management and fast service
one generally needs both a virtual network embedding (VNE§covery can be achieved. Secondly, we would expect the
algorithm [9] and a network virtualization hypervisor (NYH vSDN migration to be “hitless” to the traffic in the vSDN,
[10]. The VNE algorithm is responsible for dealing withi.e, very few or even zero packet losses should be caused.
the allocation of substrate resourcég.( switching capacity However, to the best of our knowledge, the NVH system that



can successfully address the two challenges mentionedeabovPreviously, vSDN migration has been investigated in [14,
has not been designed or demonstrated before. 16]. Nevertheless, both of the studies realized vSDN miigmat
through the vSDNs’ vCs, which is not very reasonable since
VSDN 1 VSDN 2 the vCs should not know the resource usage in the substrate
A2 Ab a’ b’ network and thus cannot determine the migration scheme
8] a . . .
' ! ; , /! (i.,e, when and where to migrate). More importantly, the
. oA L [ W experimental results in [14, 16] indicated that the vSDN
! L ONVH /] migration mechanisms were not hitless.
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I1l. OPERATIONPRINCIPLE
A. System Architecture

Fig. 2 shows the proposed system architecture to support
hitless vSDN migration in PVX. Here, the PVX connects to
all the S-SWs in the POF-based substrate network, and it
works as the SDN controller from the perspective of the S-

Fig. 1. Example on vSDN migration to avoid TCAM depletion. SWs. When the virtual network manager (VNMgr) receives a
vSDN request from tenants, it will calculate the VNE scheme

In this work, we extend the protocol-oblivious forwarding{gr the vSDN and pass the scheme to the PVX through the
(POF) based NVH systeniié., PVX) that we developed in [7] gstful _API for |mplerr_1entat|on. After the vSDN has been
to realize hitless vSDN migration to avoid TCAM depletionSliced, its vC talks with the vSWs through the PVX for
Specifically, we add a TCAM monitor in PVX to check thenstalling, updating and removing flow-tables. Then, dgrin
flow-table usage on each S-SW proactively. When the monitdftwork operation, the TCAM monitor in PVX checks the
determines that a TCAM depletion is about to happen, it wi CAM usage on each S-SW proactively. If the TCAM monitor
trigger a vSDN migration, which is transparent to the vspDN4inds that a TCAM depletion is about to happen, it will inform
vCs and would cause zero or very few packet losses, ( the VNMgr to calculate the vSDN migration scheme. In our
less than0.5% according to the experimental results). w&esign, the vSDN migration is handled solely by the PVX
implement the proposed NVH system in a real network testb@¢fhout any participation of the vCs.e, the whole process
and conduct several experiments to verify its effectivenes 1S Mmade transparent to the vCs.

The rest of this paper is organized as follows. Section Il

Substrate Network /

O S-SwW = -» vSW Migration == » VL Migration

provides a brief survey on the related work. The operation 5 vC
principle of the proposed NVH system is explained in Section
[ll, and in Section IV, we discuss the experimental valuadio VSDN Requests ®
Finally, Section V summarizes our work. from Tenants PVX Q\\ \\Q\
Il. RELATED WORK ResUIAP! . gyogial i Vioraton i
' Mappin: ! !

NVH is a key component to realize vSDN slicing, and it W '\

has already been considered in a few previous studies [10]. & s-sw P .

FlowVisor [12] is the first NVH that can realize the slicing of ® sw A T TN T
Openflow-based vSDNs. However, FlowVisor does not support ‘
the creation of vSDNs whose topologies are different froat th
of the substrate network, and this greatly restricts thetfikty R
of VSDN slicing. OVX [13] inherits the basic architecture of POF-based Substrate Network

FlowVisor, but resolves the restriction on vSDNS’ topoksi

Later on, to realize protocol-independent vSDN slices, we  Fig. 2. Architecture of our PVX to support vSDN migration.
extended OVX to realize PVX [7, 8] and make it support POF,

which is a new SDN protocol that can realize the protocol- The packet format that we design to realize vSDN slicing
independent data plane [15]. Specifically, the key idea of PQvith PVX is illustrated in Fig. 3. Specifically, to distingki

is to process packet fields goffset length} tuples, where the packets in different vSDNs, PVX insert¥atual Network
offsetis the start bit-location of a field in the packet dedgth Header field (6 bytes) before the Ethernet header of each
tells the field’s length in bits. Therefore, POF-based dwec packet flowing in the vSDNs. Th¥firtual Network Header
can manipulate any bits in a packet without being restribied includes two subfields,e., the Tenant ID(4 bytes) andLink
network protocols, and greatly enhance the programmagbiiit ID (2 bytes) subfields. Th@&enant IDindicates the vSDN to
data plane. Note that, vSDN migration has not been conglderehich the packet belongs, while thénk ID identifies the VL

in FlowVisor, OVX and PVX. on which the packet is being transmitted.




B. Design of Functional Modules to migratevSWb from S-SW2 (i.e,, the original mapping)

Fig. 4 illustrates the functional modules designed in tH€ S-SWS (i.e, the new mapping), and in the meantime, the
PVX for realizing hitless vSDN migration. related VLs should be re-mapped too. The detailed procedure

Flow-Table Database (FT-DB): This module stores the to achieve this vSDN migration is explained as follows, and
flow-tables that have been installed in the vSDNs. Note th&,draphical illustration can be found in Fig. 6.
the PVX translates the virtual flow-tables that are from tGs v Original Mapping New Mapping
and for the vSWs into the flow-tables that can be deployed on PP P
the S-SWs. Here, to realize hitless vSDN migration, FT-DB a1 @2 1@ 1@2 1@
stores both types of flow-tables and the flow-entries in them i I vSDN | IleDN |
the forms ofTableModand FlowMod messages, respectively. |
Meanwhile, the mapping relations between the virtual and
substrate flow-tables/flow-entries are also preserved iDBT

___@_\

| Virtual Network Header | Ethernet | IP | Payload |

Substrate Network Substrate Network

| Tenant ID | Link ID | Fig. 5. An example on vSDN migration.

Step-1 (Changing Mapping Relations):We first change
the mapping relationi.¢., the node and link mapping results)

VNE Database (VNE-DB): This module stores the map_between the vSDN and the substrate network in VNE-DB.
ping relations between the vSDNs and the substrate netwdiete that, link mapping also involves port mapping,, how
i.e, the node and link mapping results. to map the ports on vSWs to those on S-SWs. Hence, in this

TCAM Monitor: This module is responsible for monitoringSteP: PVX changes the node, link and port mappings. In Fig.
the TCAM usages in the S-SWs proactively. Specifically, the e port mappings that need to be changed are marked as
TCAM Monitor allocates a counter for each S-SW to recortfd: while the link mappings are marked as green.
the number of installed flow-entries,e, the counter gets Steép-2 (Copying Flow-Tables/Flow-Entries):In this step,
incremented by 1 every time when a vC installs a new flow/e extract all the flow-tables/flow-entrigsg(, both the virtual
entry to the S-SW. Then, when the TCAM Monitor finds the@"d Substrate ones) that are for the vSW(s) and S-SW(s)
the value of the counter exceeds a preset threshold, it vifivolved in the vSDN migration from FT-DB, store them in

inform the VNMgr to calculate the vSDN migration scheméh€ témporary memory in PVX, and delete them from FT-
for avoiding TCAM depletion. DB. For instance, for the example in Fig. 5, all the virtual

Migration API: This module implements the vSDN migra_ﬂow-tabIes/flow—entries fowvSWb and all the substrate ones

tion scheme sent from the VNMgr through the Restful APfOr S-SW2 are coped to the temporary memory in PVX. Note
Specifically, the Migration API can parse the vSDN migratioH'at, we remove the original flow-tables/flow-entries in BB-
scheme stored in the JSON file from the VNMgr, configuraftér copying them to avoid dual-entries, since we will mse
the related S-SWs to implement the scheme, and update {#@ néw ones in FT-DB in subsequent steps.

new network status in FT-DB and VNE-DB when the vSDN Step-3 (Installing Flow-Tables/Flow-Entries on New S-
migration has been done. SWs): In this step, PVX realizes the migration of vSW(s).

Note that, the virtual flow-tables/flow-entries on the vSW(s
PVX (e.g, VSW b in Fig. 5) to be migrated has already been
extracted and stored in the temporary memory, and they will
not change during the vSDN migration. Hence, the PVX
installs the substrate flow-tables/flow-entries on the new S
SW(s) by passing the corresponding virtual ones through
. Flow-Table the De-virtualization Module in PVX. The De-virtualizatio
[M [M Module was developed in our previous work [7], and it can
translate virtual flow-tables/flow-entries to substrateac-
cording to the mapping relations recorded in VNE-DB. Then,
the obtained substrate flow-tables/flow-entries are ilestain
) o the new S-SW(s)g.g, S-SW« and 5 in Fig. 5) by PVX.
C. Design of vSDN Migration Procedure Step-4 (Updating Flow-Entries on Related S-SWs)in
In this subsection, we use the example in Fig. 5 to exhe previous steps, PVX only tries to realize the new mapping
plain our design of the vSDN migration procedure. Here, thesults in the substrate network, but does not remove the
numbers aside the S-SWs and vSWs are the correspondiniginal mapping results in it. Hence, we incorporate the
port numbers. It can be seen that the vSDN migration airfimake-before-break” scenario [17] to realize hitless vSDN

Fig. 3. Packet format to realize vSDN slicing with PVX.

VNE
Database

Migration API

Fig. 4. Design of migration-related functional modules MX@



migration. In other words, if there is traffic flowing in the
vSDN, its routing path(s) in the substrate network would
not be changed until this step. For example, if we assume ( PVX )
that there is a flow running fromSWa to vSW d in the

VSDN in Fig. 5, its routing path in the substrate network
will stay as }»2—3—8 until this step. Then, we take this
flow as an example to explain how to update the flow-entries 5—3@

1S-SW2 S-SW3

. . ! Migration </
on S-SWs that carry the neighboring vSWs of vSWor Host1 — s-sw1 SSW4  post2
vSDN migration. PVX first takes the virtual flow-entries whic
contain OUTPUT action with the output port of 1 of'SW S-Sw6 S-SW5
a out from FT-DB, changes theiFlowEntryCmd (i.e., the Substrate Network
type of operation in &lowMod message) frodDFPFC-ADD O ssw Flow before Migration Flow after Migration

to OFPFC-MODIFY. Then, the virtual flow-entries are sent
to S-SW1 through the De-virtualization Module, which will
update the substrate flow-entries 88SW1 to change the
output port of the afpreme_ntioned flow from 1 to 2. Next _ Verification of Functionalities
the same procedure is applied to the substrate flow-entnies 0
S-SW3 too, and then the flow will take the routing path of We first conduct an experiment to verify that the proposed
1-55-34-+3—8 in the substrate network. PVX system can realize hitless vSDN migration. Fig. 7
Step-5 (Removing Flow-Tables/Flow-Entries on Original shows the experimental setup and scenario that we use for
S-SWs): In this step, PVX first gets the substrate flowfunctionality verification. Here, the PVX system slices two
tables/flow-entries for the original S-SWe.g, S-SW2 in Fig. VSDNSs,i.e, vSDNs1 and 2, over the substrate network, and
5) from its temporary memory, changes ffaleModCmdbf the VNE schemes are illustrated in Fig. iSWb in vSDN
the correspondindableModmessages frofDFPTC-ADDto 1 andvSW a’ in vSDN 2 are both mapped ont8-SW2.
OFPTC-DELETE changes théFlowEntryCmdof the corre- Note that, since the S-SWs are realized by software-based
spondingFlowMod messages froDFPFC-ADDto OFPFC- POF switches and there is no TCAM in them, we emulate the
DELETE and then send all th&lowMod and TableMod behavior of limited TCAM by limiting the maximum number
messages to the original S-SWs directly to remove the latef flow-entries that can installed in each S-SW belod00.
flow-tables/flow-entries there. In the experiment, we first let the vCs @BDN 1 and 2 install
certain numbers of flow-entries m$Wsh anda’, respectively,
to use all the emulated TCAM 08-SW2. Meanwhile, the
service of a video streaming is running betwéd4osts1 and
Delete 2invSDNL1. Then, we try to set up a new flowwSDN2 such
Tables/Entries that its vC would install a new flow-entry iasSWa'. Upon
o Copy Tmmfyrv receiving the relatedrlowMod message from the vC, PVX
—~ Modue determines that the TCAM 08-SW2 would be insufficient
Substrate Flow- and hence, it will trigger a vSDN migration to readjust the
mapping of vSDN 1. Specifically,vSW b will be migrated
from S-SW2 to S-SW6, as shown in Fig. 7.
The procedure of the vSDN migration is illustrated in the
wireshark capture in Fig. 8(a). It can be seen that upon

Fig. 7. Experimental setup for functionality verification.

PVX

Update

Virtual Flow-
Tables/Entries

Flow-table
Database
Delete

Substrate Flow-
Tables/Entries
POF Southbound API

OFPFC_DELETE OFPFC_ADD

OFPTC_DELETE OFPTC_ADD OFPFC_MODIFY

_l e 2o receiving theFlowMod message from the vC ofSDN 2,
Original S-SWs  New S-SWs  Neighbor vSiWs rlated S-SWs PVX determines that a vSDN migration would be necessary
Fig. 6. Operations in PVX for vSDN migration. since otherwise a TCAM depletion would happen. Hence,

PVX communicates VNMgr to determine the vSDN migration
scheme, and the detailed message VNMgr to PVX to inform
IV. EXPERIMENTAL VALUATIONS the vSDN migration scheme is shown and explained in Fig.
This section discusses the experimental valuations of dd(b). Next, PVX starts the vSDN migration according to
proposed PVX system and analyzes the results. The PWhe received scheme. Specifically, PVX follows the procedur
system is implemented in a real network testbed, with whictiscussed in Section I1I-C to accomplish the vSDN migration
we perform vSDN migration experiments with live traffic onThe time-stamps shown in Fig. 8(a) suggest that the whole
In the testbed, we realize the vCs by extending the POSDN migration process only takes33 msec. Also, the
controller developed in our previous work [15] and run thermessages in Fig. 8(a) indicate that the vSDN migration only
on commodity Linux servers, and each S-SW is implementét/olves the PVX, VNMgr and S-SWs, which means that the
by running our software-based POF switch [15] on a higlmigration is made transparent to the vCsv&DN 1 and 2.
performance Linux server. To verify that the vSDN migration is implemented suc-



wlavaScript Object Notation: application/json-rpc

Time Source Destination Protocol Info Install a new flow-entry | v object
23.711 vC of vSDN 2 PUX POF Type:POFT_FLOW_MOD Send 2 mioration requost wiMenber Key: "params®
23.757 VNMgr PVX HTTP POST /tenant HTTP/1.1—+ gPVX a '°bJeEt . .
(23788 BVK T T T T SSW 6 POF T TypeiPOFT_TABLE oo | to "Mitr: feys Tmgretion
123.786 PVX S-SW 6 POF Type:POFT_FLOW_MOD | v Object
123.788 PVX S-SW 6 POF Type:POFT_FLOW_MOD | vienber Key: "Sws'
123.789 PVX S-SW 6 POF Type:POFT_FLOW_MOD | Install flow-tabias/flow vArray
123.795 PVX S-SW 6 POF Type: POFT_FLOW_MOD |—>| entries on new S-SWs | 'ffqlex‘er ey New S-SW
123.789 PVX S-SW S POF Type:POFT_FLOW_MOD | »henber Key:
123.805 PVX S-SW 6 POF Type:POFT_FLOW_MOD | v Member Key: * . vSW to be migrated
1 - v Array
:_23__85_4 PVX _ _ _ _SSW6 _ _ POF _ _ Type:POFT_FLOW MOD _ | Update flow-entries on vobject -
[Z=-568 PVX W 1 FOF Type:POFT_FLOW_MOD S-SW 1 'Mngeftkev: VL to be migrated |
23.870 PVX S-SW S POF Type:POFT_FLOW_MOD - e Key: *dstPort®
23.875 PVX S-SW 4 POF Type:POFT_FLOW MOD || Update flow-entries on B Member Key: "srePort®
1237876 PV ~  ©  S-SW 2 POF Type:POFT_FLOW_MOD | S-SW 4 wMenber Key: Now SLe that L
1 . o 1 »Array ew SLs that carry a |
o wobject
122, ces rux Sa: b Tyesorr modMo |
123, o ype: _ | 1 _ - PMember Key: "SLs"
123.989 PVX S-SW 2 POF Type:POFT_TABLE MOD f—» :net::eosvir??)‘:\ll ti?lzlless{fsl?l‘\llvs v Member Key: "tenantld"
1223.983 PVX S-SW 2 POF Type:POFT_FLOW_MOD | 9 Number value: 1
122.988 PVX S-SW 2 POF Type:POFT_FLOW_MOD | P Hember Key: jsonrpe
»Member Key: "id"
123.990 PVX S-SW 3 POF Type:POFT_FLOW_MOD | Henber Key: "method:
|23.980 PVX _ _ _ _ SSW3 _ _ POF _ _ Type:POFT_FLOW MOD _| String value: migration
(a) Messages captured for virtual network migration. (b) Message from VNMgr to PVX to inform the vSDN migration scheme.
Fig. 8. Messages captured on experiment of functional eatiéin.
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g 1_;: 1 Fig. 10. Experimental setup for packet loss analysis.
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Fig. 9. Bandwidth of video streaming d+SW<2 and 6 andHost 2. % o3l g
2
Jozl i
g
01l ]
. . o
cessfully in the network testbed and the operation of vSDN — | 4 1 ]
. . L 0 10 20 30 40 50 60 70 80 90 100
1 would not be impacted by it, we measure the receiving Enc-to-end Round-Trip Time (RTT) (msec)
bandwidth of the video streaming o®-SWs2 and 6 and
Host 2 and show the results in Fig. 9. The results on the  Fig. 11. Results on packet loss rate during vSDN migration.

receiving bandwidth o1%-SW< and 6 suggest that the vSDN

migration is happened a&t= 25 seconds, while the receiving

bandwidth onHost 2 indicates that the service of the videdor the vSDN migration. More specifically, the probability

streaming runs smoothly end-to-end before, during and aftef packet losses increases with the average transmissiun ti

the vSDN migration. Therefore, the results in Fig. 9 verifgtt of the packets. Hence, we design an experiment to measure

our PVX has implemented the vSDN migration successfully ifie end-to-end packet loss rate during the vSDN migration

the testbed and the overall process is hitless to the agiplica when changing the average round-trip time (RTT) frblost

traffic flowing in the migrated vSDN. 1 to Host 2. The experimental setup and scenario are shown

) o in Fig. 10. This time, we includé2 S-SWs in the original

B. Performance on Packet Losses during Migration substrate path, and then change the RTT ftéwst 1 to Host2
Note that, even though our design of PVX can ensusmgtificially with Netem (.e., a tool for network traffic control).

hitless vSDN migration, a small amount of packet losses calext, in each experiment, we use iPerf to generate a UDP flow

still occur in Steps-4and 5 discussed in Section IlI-C. This from Host1 to Host2 for 10 seconds, let the PVX to invoke a

is because the packets transmitted on the original substraBDN migration as shown in Fig. 10 at= 5 secondsi.e., the

links can be dropped during the path switching conduct@®W on S-SW11 gets re-mapped t6-SW13, and measure



the packet loss rates for different RTT in iPerf. V. CONCLUSION

Fig. 11 shows the experiment results on packet 10Ss ratqn this work, we realized hitless vSDN migration in PVX
VersusRTT. It can be seen that in the worst case.(the 15 ayoid TCAM depletion. Specifically, we added a TCAM
RTT is 100 msec), the packet loss rate is still belovs%. In - monitor in PVX to check the flow-table usage on each S-SW
our future work, we will try to further optimize the designdn proactively. When the monitor determined that a TCAM de-
implementation of our PVX to reduce the packet loss rate. pletion is about to happen, it would trigger a vSDN migration
C. Performance on Migration Latency The whole process was made transparent to the vSDNs’ vCs

; , . ._and would cause zero or very few packet losses. We imple-

Finally, we evaluate the PVX's performance on mgraﬂoﬁ}emed the proposed NVH sy)//stem [i)n a real network testrt;ed

latency,i.e., the time used to accomplish the vSDN migratio d ducted | ; s t ify its effecties
Specifically, we define the migration latency as the tim@"d conducted several expeniments fo verily 1ts eflecassn
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