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Abstract—Due to the flexibility and adaptivity of elastic optical
networks (EONSs), IP-over-EON would be a promising infrastmuc-
ture for the next-generation backbone networks. As a backboe

network usually carries massive traffic, one always needs to

properly address the network survivability issue in it. The
network survivability of an IP-over-EON can be affected notonly
by the fiber cuts in the EON layer, but also by the router outags
in the IP layer. In this work, we study how to realize the cross
layer orchestration to address IP router outages with cosgfficient
multi-layer restoration (MLR) in IP-over-EONs. Specifically, we
consider the situation in which a single router outage happes
in an IP-over-EON, and propose MLR algorithms to minimize
the additional operational expense (OPEX) due to MLR. We
first design three MLR strategies to fully explore the flexibiity
and adaptivity of IP-over-EONs. Then, with the strategies,
we formulate an integer linear programming (ILP) model to
find the MLR scheme in which the additional OPEX due to
incremental usages of sliceable bandwidth-variable trargonders
(SBV-Ts) and frequency slots (FS’) and lightpath reconfiguations
is minimized. We also propose an auxiliary graph (AG) based
heuristic algorithm to reduce the time complexity. The proposed
algorithms are evaluated with extensive simulations, and he
results indicate that compared with an existing benchmark they
can effectively reduce the additional OPEX of MLR.

Index Terms—IP over Elastic optical networks (IP-over-EONS),
Multi-layer restoration (MLR), Cross-layer orchestratio n, Net-
work survivability.

|. INTRODUCTION

NABLED by the advanced optical transmission anE
switching technologies, flexible-grid elastic optical -net
works (EONSs) have brought down the bandwidth allocatiof"

granularity in the optical layer ta2.5 GHz or even small-
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Fig. 1. An example of IP-over-EON.

ever-growing IP-based Internet applicatioesg, teleconfer-
encing, e-Science, and big data analytics, the operat@d ne
a packet switching based IP layer to deliver their services
cost-effectively. Hence, a rational combination of IP ar@Ne
technologies would be inevitable [6]. Specifically, in suah
IP-over-EON based backbone network in Fig. 1, we have an
EON as the underlying optical transport layer, which sets up
lightpaths as the high throughput pipes to transfer daftéictra
over long distances, while an IP network is built over the
EON for switching packets among the lightpaths. As sufficien
flexibility and adaptivity are provided in both the IP and
ON layers, an IP-over-EON can facilitate efficient reseurc
utilization when carrying highly dynamic application fiiaf

d thus significant capital expense (CAPEX) and operdtiona
expense (OPEX) savings can be achieved for the operator [6].

er [1, 2]. Hence, compared with the traditional fixed-grid Note that, since a backbone network usually carries massive

wavelength-division multiplexing (WDM) networks eonNstraffic, a network failure in it can cause tremendous data los
improve the spectrum efficiency of optical transmission arj@ the end users, which will in turn lead to huge revenue loss t

facilitate agile spectrum management in the optical laler.

the operator. Therefore, one always needs to properly asldre

instance, with the recent advances on sliceable bandwidth€ network survivability issue in backbone networks tassec
variable transponders (SBV-Ts), people have demonsttased their data transport capability consistently [7]. Presiyuto
dynamic expansion and contraction of a lightpath’s SIOmtruguarantee the network surV|vab_|I|ty during a single f|pe'r, cu
assignment can be realized in EONs [3]. Therefore, EON@Searchers have proposed various protection and restorat
effectively enhance the flexibility and adaptivity of opatic schemes for EONs [8-12]. However, the network surywablht
networks and are considered as a promising physical infr&d-an IP-over-EON can be affected not only by the fiber cuts
tructure for the next-generation backbone networks [4, 5]. I the EON layer but also by the router outages in the IP
Meanwhile, although EONs have the aforementioned advdaver. For instance, a recent analysis on the failure events

tages, they are still based on circuit switching. To supfuat
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within Google’s network [13] has suggested that in both of
the company’s wide-area networks (WANsg., B2 and B4,
router outages due to hardware/software issegs, (inecard

and routing engine failures, software bugs and device resou
overruns) actually happened much more frequently than fiber



link failures. Apparently, the traffic loss due to these swutwill study this scenario in our future work.For the MLR
outages cannot be recovered by the protection and restorascheme considered in this work, the additional OPEX comes
schemes in the EON layer without an effective cross-layfom the incremental usages of SBV-Ts and frequency slots
orchestration mechanism. (FS’) and lightpath reconfiguration operations, which vioid

For example, in Fig. 1, even though the lightpaths for Iminimized in our proposed algorithms.
2, 2-3 and 3-4 have dedicated protection in the EON layer,Based on the aforementioned considerations, we first design
an outage on the router ddode3 would still disrupt the IP three MLR strategies to fully explore the flexibility and pea
traffic betweerNodesl and 4, since the corresponding routersvity of IP-over-EONSs. Then, with the strategies, we folata
have been disconnected in the IP layer while the EON layeras integer linear programming (ILP) model to find the MLR
unaware of this incident. Although the affected IP traffidl wi scheme for handling single router outages in an IP-over-EON
eventually be recovered when the routers detect the fadlnde while the additional OPEX due to the incremental usages of
update their routing tables accordingly, waiting for thatiog SBV-Ts and FS’ and lightpath reconfigurations is minimized.
tables to converge can take a relatively long time and rérgut Next, we propose an auxiliary graph (AG) based heuristic
the affected IP traffic on other lightpaths can cause coiagest algorithm to reduce the time complexity. The proposed al-
when the network has already been crowded. Therefore, gerithms are evaluated with extensive simulations. Sitmara
argue that to address the network survivability in IP-overesults indicate that compared with an existing benchmark,
EONSs properly, one needs to develop an effective cross-layrir algorithms can effectively reduce the additional OPEX o
orchestration mechanism to handle IP router outages WNHLR, which is realized by maintaining the power cost due to
multi-layer restoration (MLR). Note that, the demonswati the incremental usages of SBV-Ts and FS’ and reducing the
in [14] has indicated that by leveraging software-definadumber of lightpath reconfigurations significantly.
networking (SDN), MLR can address the fiber cuts in IP-over- The rest of the paper is organized as follows. Section Il
optical networks more timely and cost-efficiently. Since thprovides a brief survey on the related work. The network
SDN-based MLR uses a centralized controller to reconfiguiigodel of an IP-over-EON and the three MLR strategies for
the network elements in IP and EON layers directly withowtddressing single router outages in it are described iriddect
waiting for the IP tables to converge, it performs similarlyll. We present the ILP model and the AG-based heuristic
in terms of recovery time as the existing fast IP recoveglgorithm for MLR in Sections IV and V, respectively. The
mechanismse.g, the multi-protocol label switching (MPLS) performance evaluation is discussed in Section VI. Finally
based fast rerouting and dual-plane protection using equ8kction VII summarizes the paper.
cost multipath (ECMP) [15]. Meanwhile, as the SDN-based
MLR calculates the restoration schemes on demand but does
not reserve backup resources, it can potentially achiayleehi
resource utilization [14]. However, although the experitaé Due to the massive traffic carried by backbone networks,
results in [14] were very promising, the authors did noteiththe survivability of them is always a key issue. To avoid
elaborate on the actual MLR algorithm or consider the failuthe tremendous revenue loss caused by network failures,
events due to IP router outages. researchers have developed both single-layer and myéi-la

In this work, we extend our preliminary study in [16] to in-scenarios to enhance network survivability. For IP-oveiNs,
vestigate how to realize the cross-layer orchestrationtivess the single-layer scenario usually tries to address a sifitoge
IP router outages with cost-efficient MLR in IP-over-EONscut in the EON layer with various protection and restoration
Specifically, we consider the situation in which a singleteou schemes [8-12]. However, as we have explained above, the
outage happens during the normal operation of an IP-oveingle-layer scenario cannot recover the traffic loss due to
EON, and propose MLR algorithms to minimize the additionaibuter outages in the IP layer without an effective croyeia
OPEX due to MLR. Note that, since the application traffic iorchestration mechanism [16].
the IP layer is highly dynamic, the operator of an IP-overNEO  For the multi-layer scenario, people have tried to allogate
would usually over-provision bandwidths to the lightpaths backup resources in the phase of network planning to address
the EON layer based on the peak traffic loads. Hence, wheffadures in both the IP and optical layers [15, 17, 18]. Reiiz
router outage happens, the spare capacity on existingplighg al. [17] considered how to design the IP-over-optical networks
can be leveraged for MLR. Meanwhile, the spare spectra in tthet can survive from the failures on IP routers, opto-etett
EON layer can also be utilized for MLR.e., setting up new ports and fiber links and formulated an ILP model to minimize
lightpaths and/or reconfiguring existing ones with speutruthe CAPEX in network planning. The work in [18] studied the
expansion [3] to accommodate the IP traffic affected by theetwork planning to realize survivable overlay multicastR-
router outage. Therefore, we follow the architecturalgiesh over-EONSs, and designed a multi-layer protection schemte th
[14], and assume that when a router outage happens in anpRstects IP routers with dual-home and redundant multicast
over-EON, the MLR scheme in it can combine optical laydrees and secures lightpaths with dedicated backup paévs. N
reconfiguration with IP rerouting to recover all the affetteertheless, the studies in [17, 18] pre-allocated backupiress
traffic and there are sufficient spare resources in the nktwan both the IP and optical layers and could lead to relatively
for this. Note that, if the resources are insufficient, dartalow protection efficiency. The authors of [15] considered RIL
affected flows might become irrecoverable, which means thastead of multi-layer protection, and proposed algorghm
the MLR scheme has to consider differentiated services. \ie pre-calculate the MLR schemes that can increase backup

II. RELATED WORK



resource sharing when addressing different failure seenhar

However, since the application traffic in the IP layer is ulsua
highly dynamic, the pre-calculated MLR schemes might not =
always be effective when the network failures actually teapp MMFS' on Fiber 1
Therefore, for MLR, one needs the network control and usage [ | JFS"on Fiber 2
management (NC&M) mechanism that can monitor the net- )
work status proactively and calculate the MLR schemes on-
demand. By leveraging the idea of SDN, this can be achieved, b ==
and the demonstration in [14] has verified that on-demand = o
b

(a

MLR can address fiber cuts in IP-over-optical networks more ‘_‘_‘NCSSTE’;?‘EEE ontber?
timely and cost-efficiently. However, the study in [14] ieit
elaborated on the actual MLR algorithm nor considered the

failure events due to router outages. For MLR algorithms, Fiber 1 Fiber 2
Tornatoreet al. [19] studied the grooming algorithms in IP- == ; E
over-WDM networks to dynamically provision services with " Capacity] Fs cFrlbe 1
guaranteed availability. However, as the work was based on L-—"Wge;ﬂ FS’ on Fiber 2
IP-over-WDM networks, the proposed algorithms cannot be ©

directly applied to IP-over-EONs. Because for lightpattupe SUsed capacity Affected traffic to recover
and reconfiguration, EONs introduce unique constraints. Fo —>Existing lightpath = New lightpath

instance, dynamic expansion and contraction of a lightpath

spectrum assignment is not feasible in fixed-grid WDM neFKig. 2. Three MLR strategies.

works. The authors of [20] designed several MLR algorithms

to address single fiber cuts in IP-over-EONs. However, they . )

did not consider the failures due to router outages. In [@@], can be set up to connect their BV-OX0se(, v, andu,) is
addressed the situation in which an IP router outage happ@fgdetermined. More specifically, if lightpaths can be et u
during the operation of an IP-over-EON, and proposed &} connectu, and u,, the corresponding; and u; can be
AG-based on-demand MLR scheme that can minimize tfgectly connected by one or more logical links@h (V;, E;),
additional OPEX of MLR with the help of SBV-Ts’ spectrumeaCh of W_hich corre.spor?ds toa Iightpath. that uses the storte
expansion capability. This paper extends our work in [16] jath routing and first-fit spectrum assignment in the EON
formulating an ILP model that can solve the problem exact/gYer.i-€. for all the lightpaths between the same router pair,

and improving the performance of the AG-based heuristic. their physical routing paths in the EON layer are the same.
Otherwisep; andu; are not directly connected @;(V;, E;)*.

TABLE | Therefore, a logical link; € F; has a few attributes,e.,
PARAMETERS REGARDING MODULATION FORMATS OF LIGHTPATHS |tS source and destination rOUt@randui, and tOtal Capacity,
. spectrum assignment, and modulation-level of the ligitpat
Modulation Format BPSK | QPSK | 8QAM | 16QAM that carries it. Here, a modulation-level as 1, 2, 3 and
Modulation-leve () ! 2 3 4 4 corresponds to the modulation formats of BPSK, QPSK,
Capacity per FS (Gbrs) 125 1 25 37.5 50 8QAM and 16QAM, respectively, and the modulation-level of
Transmission Reach (km) 4800 | 2400 | 1200 600 a lightpath should be determined by its physical transmissi
Dynamic Power Usagei¥,,) (W) | 112.4 | 1334 | 1544 | 1755 distance [21, 22]. Specifically, according to the experitakn

results in [23], Table | lists the mapping. Meanwhile, basad
the spectral efficiency of the modulation formats, the ciapac
of a lightpath with modulation-leveln can be obtained as
- ULTI_L/?LE_EVF;?;%RR?STION(MLR) IN 12.5-m - n Gb/s, if it has been assignedFS’ (i.e., each has
a bandwidth ofl2.5 GHz) for data transmission. To this end,
A. Network Model we can see that the model of the IP-over-EON can actually be

Fig. 1 shows the network architecture of an IP-over-EONIMPlified asG(V, E), whereV' is the set of IP routers and
which consists of an IP layer, an EON layer, and the linkg denotes the set of logical links in the IP layer. Meanwhile,
that interconnect the two layers. The topology of the EOK€ information regarding the EON layer is represented by th
layer can be denoted a8, (V,, E,), whereV, represents the attributes of the logical links irf.
set of bandwidth-variable optical cross-connects (BV-GXC
and E, is the set of bi-directional fiber links that connect BvB. MLR Strategies
OXCs inV,. On top of the EON layer, we have the IP layer We consider the scenario in which a single router outage

as G;(V;, E;), where each IP router iv; locally connects happens during the operation of the IP-over-EONV, E)

to a BV-OXC inV,, and E; denotes the set of logical links

between the IP routers. Each Iogical linke E; is Supported 1with this assumption, we can simplify the routing and speutrassign-

b lightoath in the EON | H f . licit ment (RSA) scenario in _the EON layer, gnd concentrate om_ﬂwgn ‘des[gn
y a lightpath In the ayer. nere, for SImpliCity, We€nqre on MLR. Meanwhile, we also admit that the assumptionhinigstrict

assume that for any two routersandu;, whether lightpath(s) the flexibility of MLR and we will address this issue in our dio¢ work.



and disables a routar € V. After the outage, the operator IV. INTEGERLINEAR PROGRAMMING MODEL

updates the IP-over-EON to remove the broken routand  Based on the discussions in the previous section, we can see
gets the affect IP traffic that transits Note that, since the that the problem is to handle a router outage in the IP-over-
affected traffic that originates from or ends @icannot be EQN with the three MLR strategies such that all the affected
recovered until the router is fixed, we do not consider it @ thyatfic in R, can be recovered successfélgnd the additional

MLR [16]. For the rest of the affected traffic that useas an  opgx defined in Eq. (1) is minimized. We first formulate an
intermediate router, we record it in a traffic matRxand try to || p model to solve the problem exactly.

restore it with the MLR. Note that, since the IP traffic on each Ntations:

established lightpath in the IP-over-EON is dynamic andhmhig « G(V,E): the topology of the IP-over-EON, whefé is
not always fully occupy its capacity, we can use the spare the éet of routers andl represents the set of, logical links
capacity on the lightpath to restore the affected traffidin in the IP layer.

In addition to this MLR strategy that uses IP rerouting, we ca . B the total number of ES’ on each fiber link in the EON.
reconfigure the lightpaths in the EON layer to accomplish the « K., the number of existing logical links between adja-
MLR. Apparently, the MLR would result in additional OPEX, ceur;lt) routers: andw (u, v € V) before the MLR.

and in this work, we define its OPEX as the summation of the | m. - the modulationjlevel of the lightpath to carry the
additional power cost that comes from the incremental usage Iog;iéal link between adjacent routesandw (i, v € V).

of SBf\./'TS ?nd Fsv anq”t?e Itump_-s.um Ccif]t d'\ljlié? Iggtg:(lth « tpy,: the indicator that equals 1 if lightpaths can be set
recontigurations. V¥ will try to minimize the S up to connect routerg andv (u, v € V'), and 0 otherwise.

o make the operator more profitable. ) ~ e R the traffic matrix to store all the affected traffic.
Fig. 2 shows the three MLR strategies that we consider in, .. 3 flow of affected traffic iR, i.e, r = (s,,d,,t,) €

this work. The first one in Fig. 2(a) is the simplest, which R, wheres, andd,. are the source and destination routers
tries to groom the affected traffic into an existing lightpat of the flow, andt, is its bit-rate.

that has sufficient spare capacity. Since this strategy does , . 3 |ogical link in E, which can also be denoted as-
involve any operation in the EON layer, it does not result in (u,v, k), meaning thek-th logical link between adjacent
any additional OPEX by definition. The second strategy in  roytersy andv (u, v € V) before the MLR.

Fig. 2(b) tries to groom the affected traffic into an existing , 4 - the used capacity of logical link € E before the
lightpath that does not have enough spare capacities but can R,

be spectrally expanded with the spectrum expansion cayabil , - the start FS index of the spectrum assignment of the
of its SBV-Ts [3]. Since additional FS’ will be allocated inet lightpath that carries logical link € E before the MLR.
procedure, this strategy induces additional OPEX due to the, /- {he end FS index of the spectrum assignment of the
incremental usage of FS’, and in the mean time, the lightpath lightpath that carries logical link € E before the MLR.

is reconfigured once for the spectrum expansion. For the last, ;- the indicator that equals 1 if logical link =
strategy in Fig. 2(c), we set up a new lightpath to recover the (u,v, k) € E exists before the MLR, and 0 otherwise.
affected traffic. Hence, the additional OPEX comes from both, , .- the indicator that equals 1 i, < w., for two

the incremental usages of SBV-Ts and FS’ and one lightpath Ioéical links e ande’ before the MLRS, and 6 otherwise.

reconfiguration operation. Here, we assume that for the MLR, , ), - the indicator that equals 1 if the lightpaths that carry

the spare network resourcese( router ports, SBV-Ts and g |ogical links e and ¢’ share fiber link(s) with each
FS’) are sufficient such that at least one of the three MLR  ther, and 0 otherwise.
strategies can be used to recover all the affected traffic. « W,: the static power consumption of an SBV-T.

Note that, the additional OPEX due to the incremental « 1¥,,: the power consumption for occupying an FS whose
usages of SBV-Ts and FS’ can be quantified with their power modulation-level isn.
consumptions. Specifically, the additional power consiompt  « «: the unit cost of power consumption.
can be modeled aB = W,,, -n+Wy, whereW,, is the power  « ¢;: the lump-sum cost of reconfiguring a lightpath.
consumption for occupying an FS whose modulation-level is\/5riaples:
m, n is the number of newly-assigned FS', afi is the = . .,: the boolean variable that equals 1 if we use
static power usage of an SBV-T [3]. Here, based on the power (%K) -

. ) logical link e = (u,v,k) to restore flowr € R, and

model in [24], we use the values shown in Table | 107, 0 otherwise
e_md setiy = 1.00 W‘. Meanwhile, the additional cost of a o Y(u,v,k)- the boolean variable that equals 1 if we expand
lightpath reconfiguration can be modeled as a lump-sum cost the spectrum assianment of the liahtoath carrving logical
¢ [25, 26]. Therefore, for the three MLR strategies in Fig. 2, P 9 gntp ying fog

. " link (u,v,k) in the MLR, and O otherwise.
we obtain the additional OPEX for them as o AY : the integer variable that indicates the number of

(u,v,k)
0 First Strat new FS’ to the lower-end, if a spectrum expansion has
’ Irst Strategy been conducted on the lightpath that carries logical link
C=<a W, -n+c, Second Strategy (1) (u,v, k) in the MLR.

o Wy -n+Wpy)+¢,  Third Strategy
°Note that, in this work, we assume that the SBV-Ts and FS’ iE®ON
layer are sufficient for the MLR and thus do not consider thenado of IP
where« is the unit cost of power consumption. traffic blocking during the MLR.



. Afw’k): the integer variable that indicates the number afomplicated packet reordering. Moreover, Egs. (4)-(6p als
new FS’ to the upper-end, if a spectrum expansion hagggest that to restore all the affected traffididnwe would
been conducted on the lightpath that carries logical lirdet up at most one new lightpath between a router pair
(u,v, k) in the MLR. (u,v € V). This assumption is also reasonable because an

o W(yu,k)- the integer variable that indicates the start FEON allows flexible spectrum allocation for each lightpath
index of the spectrum assignment of the lightpath thand thus multiple new lightpaths can be merged into one.
carries logical link(u, v, k) after the MLR. w . w .

e Z(uuwk) the integer variable that indicates the end FS Al +Ac<Bye <B- (A +A),

index of the spectrum assignment of the lightpath that we = w, — A7, Ko
carries logical link(u, v, k) after the MLR. 2e = 2, + AZ,
* J(uw,K..,+1): the boolean variable that equals 1 if a new {e = (u,v,k) : V(u,v,k) € B, k < Ky}
lightpath is set up between routarsandv (u,v € V) in '
the MLR, and O otherwise. Eq. (7) ensures that the values of the variables regardiag th

o hu.: the integer variable that indicates the number @iP€ctrum expansions are chosen correctly.
FS’ assigned to the new lightpath between routeend

. 4 :we+hU'L)_ )
v (u,v € V) in the MLR. ¢ v e

We < B+ ge < B - wWe,

Obijective: - (8)
The optimization objective is to minimize the additional hupw < B~ ge < B - hy,,
OPEX induced by the MLRi.e, {e = (u,v,k) : Y(u,v, k) € E, k=K, ,+1}.
Minimize C, (2) Eaq. (8) ensures that the values of the variables regardieg th

R new lightpaths are chosen correctly.
where the total additional OPEX' can be calculated as ghtp y

Ky o Je + 2ot —we < B - (1+Oe,e’ _pe,e’)7
- ' , — Wy < B (2= 0p o — Poer
C=a- Z Y(uw,k) Z 9(uv,Ku,v+1) Ger o+ 2o T Wer = (2= 0w =Pec), 1
u,v€V k=1 u,vEV - B Oe,e’ S We — Wer S B- (1 - Oe,e’) + 5 . (ge — Ge! — 1)7
Ku,v

) w > ) (3) ger — ge < Oe,e’ < ger,
+a Z Z [A(uﬂ%k) + A(uﬂhk)} Wi, {e = (u,v,k),¢ = (W, v k) :Ve# e, k< Kyo,+1,

u,veV k=1 E < Ky +1}
+a- Z [hu,v . Wrnu,v + g(u,v,Ku,erl) . WO} . B ’ (9)
u,veV

Eq. (9) ensures that if the MLR invokes lightpath reconfigu-

Here, on the right side of Eq. (3), the first item is totalations, the spectrum assignments of any two lightpaths tha
lump-sum cost due to lightpath reconfigurations in the MLRyhare fiber link(s) do not overlap.

the second one is the total power cost due to the spectrum

expansions on existing lightpaths, and the last one is tfz¢ to 12.5 - My - (Ze — We + ge) > be + Z xl -ty

power cost due to new lightpaths. Note that, since lightpath reR (20)
reconfigurations can prolong the recovery time of the MLR  {e = (u,v,k) : V(u,v,k) € E, k < K, , + 1}.

and introduce additional operation complexity, we get> «

to ensure that the primary objective is to minimize the numb
of lightpath reconfigurations, while the second one is taoed

gq. (10) ensures that the total bit-rate of the traffic flows on
a lightpath does not exceed its capacity.

the additional power consumption. Te < Ge, 11
Constraints: {e = (w,v,k) : Y(u,v,k) € E, k< K, .+ 1}. (11)
Koy, p+1 Koy ut1 1, u = s, '
r r o _ Eq. (11) ensures that a traffic flow can only be routed on an
2 2L Twm D D Fown = Thow=dn o i htpath
veV k=1 veV k=1 07 Othel’s g g p .
vr e R, 9(u,v,k) < tpu,m k= K’LL7U + 1, VU,’U e V. (12)
4)
P Eq. (12) ensures that all the new lightpaths are set up déyrec
Z Z Ty <1, VreR, ueV, ®) based on the predetermined network planning.
vev: k=t Tlyor) €10,1}, Y(u,v,k) € E, r €R, (13)
Kuy,v+1
S wluwm <1, reER, veV (6) Yuok)s Yok € 10,1}, V(u,v,k) e E,  (14)
ueV k=1
Egs. (4)-(6) ensure that we use at most one lightpath tonesto Aluwi)r Aluwky huw € 0,B], ¥(u,v,k) € E, (15)
a traffic flow » € R. This is because splitting a traffic flow Wao): 2wy € (LBl VY(u,v,k) € E. (16)

over multiple lightpaths can introduce a differential dela
at its destination [27], which can only be addressed withgs. (13)-(16) limit the ranges of the variables.



V. HEURISTICALGORITHM DESIGN status of the IP-over-EON:(V, E), Line 1 in Algorithm 1

Solving the ILP model in the previous section is time corfirst setsV, = V.. Then, the for-loop that covelsines 2-11
suming, and the model can become intractable when the sc@}cks each node pairv with tp,., = 1in G(V, E) to insert
of the IP-over-EON is relatively large. To address this éssu@ Weighted link to directly conneat and v in Gq(Va, Ea).
we design a time-efficient heuristic algorithm in this secfi Specifically, if the lightpath with the largest spare capaci
which leverages an auxiliary graph (AG) [28] to find the cosRetweern: andv can accommodate the capacity of the affected
efficient MLR scheme to recover the affected traffica  flow r, Lines4-5 set the weight of linKu, v) in G aswy,, =
Previously, in [16], we have designed an AG-based heuriséic: Here, we define the coefficientas
(i.e., AG-E) for realizing cost-efficient MLR. However, due 1

) : = 17
to the fact that AG-E handles the affected traffic flows in c (7
R sequentially, it still bears a few drawbacks. Specifically, 1+ >0 tpuw

since the affected flows are processed separately, AG-E may uveV

expand a lightpath multiple times and/or set up multiple new Otherwise, if a lightpath betweenandv has already been
lightpaths between a router pair. Hence, additional OPEX d&elected for spectrum expansion or a new lightpath will be
to unnecessary lightpath reconfigurations and/or SBV-Hesaestablished there, we assign the weight of ljnkv) in G, as
can be introduced. To address this issue, we propose afieurig.,» = €, as shown inLines6-7, which encourages multiple
that handles all the affected flowsH jointly to come up with affected flows to share the same lightpath with spectrum ex-
an MLR scheme that would only expand a lightpath once af@nsion or the new lightpath. Finally, if none of the lightp=a
set up one new lightpath between a router piagr, AG-E-J. betweenu and v has been selected for spectrum expansion
Between a router pait-v in the IP-over-EON, there may and none of them has enough spare capacity to accommodate
exist multiple logical links i(e., lightpaths), which can be the affected flowr and no new lightpath has been selected
denoted with a set?, ,. Then, in E,,, we use(u,v,k) tO setup, we will need to set up a new lightpath there.,(
to denote the lightpath that has the largest spare capacypew lightpath reconfiguration) and thus the weight of link
and refer to the lightpath that has the largest potentialespdu; v) is set asw, , = 1 in Lines8-9. Then, the AG has been
capacity as(u,v, k). Here, the potential spare capacity obuilt, and by applying the shortest-path routing algoritinrit,
a lightpath refers to the spare capacity on it after beinge can find the most cost-efficient way to reroute the affected
spectrally expanded to the maximum extent. We fise to flow » in the IP-over-EON, which not only fully utilizes the
indicate whether an existing lightpath betweem should be spare capacities on existing lightpaths but also minimikes
reconfigured or a new lightpath should be set up there. If Wightpath reconfigurations.
need to expand a lightpath for the router pair (i.e, lightpath ~ Algorithm 2 shows the detailed procedure of AG-E-J to
reconfiguration), we store the lightpath, v, ;}) iN fuo, i€, achieve cost-efficient MLR. Firstly, ine 1 sorts the affected
fuw = (u,v, k), if we need to set up a new lightpath betweeflows in R in descending order of their bit-rates. Then, the for-
u-v, we havef, ., = (u,v, K., + 1), and we setf, , = 0 loop that coverd.ines 2-34 restores all the affected flows in
otherwise. For a lightpath in the IP-over-EONG(V, E), we R in the sorted order. By processing the flows with larger bit-
usee.s and e.ps to denote its spare capacity and potentidhtes earlier, we can encourage the flows with smaller bésra
spare capacity, respectivelylgorithm 1 shows the procedureto reuse the reconfigured and/or newly-established lighgpa
for bu||d|ng an AG to reroute an affected traffic flowe R. and thus reduce the additional OPEX of the MLR. For an
affected flowr, Lines 3-4 are for the initialization, which
Algorithm 1: Building an AG for an Affect Flow build an AG for it by invokingAlgorithm 1 and calculate’
Input: affected flowr — (s, d,4,), current network shortest pths between ancjdr in the AG. The obtained p{aths
status of IP-over—EéM}’(V E), and network are stored in path sé?, Whlch actually Qﬁers us the options
planning indicators{tpw}’ to reroute aﬁected flow in G(V,_E) with relat_|vely small
Output: a weighted AGG, (V. ) ) numb_ers c_)f lightpath reconflgur_atlons. Then, with the furd
V- e coveringLine 5-31, we select_ I_|ghtpaths on eaghe P to
5 foar eac,h node pait-v with tp, , — 1 do rerouter with the smalilest qddltlonal power cost. The selected
5 connectu and directly in G (Va, Ea); lightpaths are stored in a link sét, for each patlp € P. In
. < Gt an the process, we also try to leave more spare capacity forefutu
4 i (u’v’.k)'s Z.tr then . 5. traffic groomingj.e., in Lines9-10, 12-19, and 21-28. Finally,
° | assign weight ofu,v) in Go aswy,, = &% after checking all the paths iR for affected flowr, Lines32-
6 else if f,, # 0 then
7
8
9

| assign weight ofu, v) in G, aSw,., = & 33 find the pathp* € P that has the smallest power cqst, and
else ’ @ v ' use the lightpaths id,,- to rerouter. Note that, inAlgorithm
. . . ] 2, between any router pairv, we either set up or reconfigure
| assign weight ofu, v) in G, aswy,, = 1; at most one lightpath.
10 end Complexity Analysis: In Algorithm 2, the time complexity
1 end _ of sorting the affected flows i©(|R|-log(|R|)), where|R/| is
12 retum Ga(Va, Ea); the number of affected flows. The complexity of calculating
K shortest paths in an AG ©(|R| - |E| - |[V|?). To find the
To build the AGG,(V,, E,) based on the current networkexact lightpaths to reroute an affected flow, we may need to




Algorithm 2: AG-E-J Algorithm for MLR Design

Input: traffic matrix for affected flowsR, and network

status of IP-over-EONF(V, E) after router outage

Output: a MLR scheme to recover the flows R

1 sort flows inR in descending order of their bit-rates;
2 for each flowr € R in the sorted orderdo

3

© O N o O

10
11
12
13
14
15

16
17
18
19
20
21
22
23
24
25

26
27
28
29
30
31
32
33

invoke Algorithm 1 to build an AGG,,(V,, E,) based
on the current network status;
calculateK shortest paths between andd,. in
G.(Va, E,) and store them in path s&;
for each pathp € P do
L, =0;
for each link(u,v) € p do
if w,,, =% then
select the lightpatle € E, , that has the
smalleste.s and can accommodate;
adde into link setL,;
else ifw, , = ¢ then
if fu..ps>t, then
| add f,,. into link setL,;
else
set up a new lightpath’ betweenu
andv;
move all the traffic onf, , to €’;
fu,’u = el;
adde’ into link setL,;
end
else
if (u,v,k).ps > t, then
add (u,v, k) into link setL,;
fu7v = (’LL, ’U, INC)!
else
set up a new lightpath’ betweenu
anduv;
fu,v =¢;
adde’ into link setL,;
end
end
end
end
find the pathp* € P with the smallest power cost;
use the links inL,- to reroute affected flow and
update network status;

34 end

(b) NSFNET topology

Fig. 3. IP-over-EON topologies with lengths in km marked dyefilinks.

shown in Fig. 3 [29]. In the EON layer, we assume that each
fiber link can accommodatg58 FS’, each of which has a
bandwidth of12.5 GHz [30]. The capacity of an FS depends
on the modulation-level that it uses, as shown in Table I. The
network planning of the IP layer is generated by seleating,
randomly for each router pair-v, and we also make sure that
the IP topology would not become isolated subgraphs after
any single router outage.

Then, we set up the existing lightpath in the EON layer
to support the logical links in the IP topology. Specifically
the number of existing lightpaths between a router pair is
randomly selected withif0, 4], and the bandwidth of each
lightpath is uniformly distributed withir1,10] FS’. To em-
ulate the dynamic IP traffic, we assign the spare capacity on
each lightpath randomly, and consider two traffic scenarios
i.e, the heavy and moderate traffic scenarios. Specifically,
for the heavy traffic scenario, we assume that each lightpath
has20% spare capacity on average, while the average spare
capacity on each lightpath in the moderate traffic scenario
is 40%. Next, we randomly select an IP router to fail and
generate the traffic matrix for affected flowR randomly
with fixed total traffic volumes. For the MLR schemes, their
additional OPEX is calculated with Eqg. (1) in Section I,
where we setx = 1 to normalize the power cost and have

( > tpup | - <Z (1251 - max(Wy,) +W0>,
u,veV reR

which is the upper-bound of the total power cost. This is to

cp = |R|

check all the logical links inE in the worst case, and thusensure that the primary objective is to minimize the number

the complexity of this part i©(|R|- |E|)

complexity ofAlgorithm2 is O(|R|-|E|- |V |?+ |R|-log(|R)).

VI. PERFORMANCEEVALUATION

MLR algorithm with extensive numerical simulations.

A. Simulation Setup

. Finally, the overall of lightpath reconfigurations. Th& shortest-path routing in

Algorithm 2 has K = 4. We use the AG-E algorithm in [16]
as the benchmark algorithm. In the simulations, we obtain
each data point by averaging the results fratnindependent

In this section, we evaluate the performance of the proposgithulations to maintain sufficient statistical accuracy.

B. Simulation Results with Six-Node Topology
The simulations compare the ILP, AG-E-J, and AG-E in six-

The simulations consider two topologies for the IP-overode topology. Fig. 4 shows the results of the heavy traffic

EON, i.e, the six-node topology and the NSFNET topologgcenario. In Fig. 4(a), we observe that the ILP provides the
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RUNNING T,T@EI(;E ,LILGORWHMS we notice that in Fig. 5(c), the gap on additional power con-
sumption between the ILP and AG-E becomes much smaller.
__| Moderate Traffic Load| Heavy Traffic Load This is because the moderate traffic scenario leaves more spa
tected (TTrZ,ﬁS')C 05| 15| 3 05| 15 | 3 capacities on the existing lightpaths, which helps to avoid
Tie) 611 9531 194381 387 | 1519 | 6110 using many lightpaths to recover an affected traffic flow and
AG-E-J 0.11| 0.17 | 0.24 | 0.10 | 0.17 | 0.23 thus saves certain power consumption. We also record the
AG-E 012 025| 040 | 014] 0.26 | 0.38 results on running time of the algorithms and list them inl&ab

II, which suggest that our proposed algorithm AG-E-J is the

most time-efficient one among them. This is because AG-E-J
lowest total cost, followed by AG-E-J, while total cost fromhandies all the affected traffic flows jointly, and thus cavesa
AG-E is the highest. More promisingly, with the increasel® t the time complexity on determining the schemes of lightpath
total volume of affected traffic, the performance gaps betwereconfiguration and new lightpath setup, compared with AG-
our proposed algorithms and the benchmark AG-E actually Meanwhile, as expected, the ILP takes the longest running
increase, which verifies the effectiveness of the ILP and A(ﬁme’ and its running time increases exponentia”y with the
E-J further. Figs. 4(b) and 4(c) illustrate the algorithmsptal volume of affected traffic, which will make it impracil
performance on the number of lightpath configurations amgr solving large scale MLR problems. Therefore, in the next

additional power consumption of MLR, respectively. It caBubsection, the simulations using the NSFNET topology only
be seen that compared with AG-E, the ILP and AG-E-J caidmpare AG-E with AG-E-J.

effectively reduce the number of lightpath reconfiguragion
which confirms that the primary optimization objective of , , .
the MLR problem gets handled well. However, the resulfs: Simulation Results with NSFNET Topology
on additional power consumption in Fig. 4(c) indicates that Fig. 6 shows the simulation results of the heavy traffic
the results from AG-E-J and AG-E are comparable, whilscenario with the NSFNET topology, which also follow the
those from the ILP are higher than them. This is becausediilar trends as those in Fig. 4. Note that, as indicated
minimize the overall cost, the ILP sacrifices certain perfoby the results in Figs. 6(b) and 6(c), the additional power
mance of additional power consumption to reduce the numtgemsumption from AG-E-J is comparable to that from AG-
of lightpath reconfigurations. Specifically, by analyzifget E, but AG-E-J invokes much less lightpath configurations.
MLR schemes from the ILP, we find that to avoid lightpatiThese results suggest that when the spare capacities ¢éingxis
reconfigurations, the algorithm may use many lightpaths lightpaths are not abundant, AG-E-J can maintain its amtuki
recover an affected traffic flow, which might lead to relalfve power consumption as low as that of AG-E but invokes much
high power consumption. less lightpath configurations to save the total cost of MLR.
For the moderate traffic scenario, Fig. 5 shows the resulide results of the moderate traffic scenario in Fig. 7 stitlfye
which follow the similar trends as those in Fig. 4. Howevethe advantages of AG-E-J over AG-E. However, in Fig. 7(c),
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we notice that the additional power consumption from AGrolume of R can be different in the simulations. In Fig.
E-J is slightly higher than that from AG-E. Note that, sinc&(a), we observe the total cost of MLR from AG-E-J is still
AG-E-J tries to handle the affected traffic flows jointly witHower than that from AG-E, which follows the similar trend in
those having larger traffic volumes earlier, it can set upanoFigs. 6(a) and 7(a). This suggests that the effectivenessrof
new lightpaths than AG-E in the moderate traffic scenariproposed algorithm would not be affected by the simulation
Specifically, since the spare capacities in existing ligthip scenario. This analysis can be further verified with theltesu
are abundant, the sequential processing in AG-E can fit mang-igs. 8(b) and 8(c), which indicate that compared with AG-
affected traffic flows in the existing lightpaths than thenjoi E, AG-E-J reduces the number of lightpath reconfigurations
processing in AG-E-J. Hence, certain new lightpaths setyup bffectively while uses similar additional power.
AG-E-J can be under-utilized, which pushes up its additiona
power consumption. This explains the trend in Fig. 7(c). To VIl. CONCLUSION
verify this analysis, we plot the results on number of new | this work, we investigated how to realize cost-efficient
lightpaths in the heavy and moderate traffic scenarios is.FigR to address router outages in IP-over-EONSs. Specifically
6(d) and 7(d), respectively. It can be seen clearly that @ thye considered the situation in which a single router outage
heavy traffic scenario, the number of new lightpaths from AGrappens during the normal operation of an IP-over-EON, and
E-J is comparable to or even smaller than that from AG-lproposed MLR algorithm to minimize the additional OPEX
while in the moderate traffic scenario, the number of neyye to MLR. We first designed three MLR strategies to
lightpaths from AG-E-J is always larger than that from AG-Eqlly explore the flexibility and adaptivity of IP-over-EGN
Note that, the simulations above use a semi-static scenatféen, with the strategies, we formulated an ILP model to
that genera’[es the affected traffic matiix rand0m|y with find the MLR scheme to minimize the additional OPEX due
a fixed total volume, but does not consider the dynamig the incremental usages of SBV-Ts and FS’ and lightpath
provisioning of traffic flows. Hence, to further verify thefeconfigurations. We also proposed an AG based heuristic,
effectiveness of AG-E-J, we perform simulations with a moreamely, AG-E-J, to reduce the time complexity. The proposed
practica| scenario that considers dynamic provisionim@_(ﬁ_ algorithm was evaluated with extensive simulations and the
ically, in each simulation, we generate dynamic traffic flowkesults indicated that compared with an existing benchmark
according to the Poisson traffic model, and provision thethe. AG-E in [16]), it could effectively reduce the additional
in the IP-over-EON with AG-E. Then, we emulate a routé?PEX of MLR, which was realized by maintaining the power
outage by bringing down to 3 routers randomly. Next, we cost due to the incremental usages of SBV-Ts and FS’ and
store the recoverable affected flows R, and restore them reducing the number of lightpath reconfigurations signiftya
with an MLR algorithm. Before the router outage, the number
of lightpaths between a router pair ranges witfiin10], and ACKNOWLEDGMENTS
each of them usel, 9] FS’ and has a spare capacity within This work was supported in part by the NSFC
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