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Abstract—It is known that multicast provisioning is important
for supporting cloud-based applications, and as the traffis from
these applications are increasing quickly, we may rely on djral
networks to realize high-throughput multicast. Meanwhile, the
flexible-grid elastic optical networks (EONs) achieve agd access
to the massive bandwidth in optical fibers, and hence can
provision variable bandwidths to adapt to the dynamic demauls
from cloud-based applications. In this paper, we consider &
optical multicast in EONs in a practical manner and focus on
designing impairment- and splitting-aware multicast provisioning
schemes. We first study the procedure of adaptive modulation
selection for a light-tree, and point out that the multicastscheme
in EONs is fundamentally different from that in the fixed-
grid wavelength-division multiplexing (WDM) networks. Then,
we formulate the problem of impairment- and splitting-aware
routing, modulation and spectrum assignment (ISa-RMSA) fo
all-optical multicast in EONs and analyze its hardness. Nex
we analyze the advantages brought by the flexibility of routig

switches (BV-WSS’) to manage optical spectra with a fine

granularity down to 12.5 GHz or less, and hence can establish
lightpaths with variable bandwidths to adapt to the dynamic

demands from cloud-based applications.

It is known that in EONSs, each lightpath is provisioned with
narrow-band subcarrier frequency slots (FS’) that are -spec
trally contiguous, and the actual modulation-format usgd b
each FS €.g, BPSK, QPSK, 8-QAM, and 16-QAM.) should
be adaptively selected according to quality-of-transioiss
(QoT) [3]. Basically, as explained in [3], a higher modubati
level (e.g, 16-QAM with respect to QPSK) provides higher
spectral efficiencyif(e., bits/s/Hz), and thus we can use fewer
FS’ (i.e. less optical bandwidth) to accommodate the same
capacity requirement with it. Meanwhile, due to physical
impairments, a higher modulation-level usually resultsen

structures and discuss the 1Sa-RMSA schemes based on light-duced receiver sensitivity and thus only supports a shorter

trees and light-forests. Our study suggests that for ISa-RMA, the
light-forest based approach can use less bandwidth than theht-
tree based one, while still satisfying the quality of transnssion
(QoT) requirement. Therefore, we establish the minimum lidnt-
forest problem for optimizing a light-forest in ISa-RMSA. Finally,
we design several time-efficient ISa-RMSA algorithms, and fove
that one of them can solve the minimum light-forest problem vith
a fixed approximation ratio.

Index Terms—Elastic optical networks (EONs), All-optical
multicast, Routing, modulation and spectrum assignmentsRM-
SA), Impairment, Approximation algorithm.

. INTRODUCTION
ITH the rapid deployment of bandwidth-hungry clou

based applications, the traffic demand in Internet bac
bone and inter-datacenter networks has been increasing ¢

transmission reach. Therefore, different from the corioeial
fixed-grid wavelength-division multiplexing (WDM) netwis
that rely on routing and wavelength assignment (RWA) for
service provisioning, EONs need to solve the problem of
routing, modulation and spectrum assignment (RMSA) [4].
Apparently, RMSA in EONs is more complex than RWA and
brings new challenges to network control and management
(NC&M). Previous studies have considered RMSA in EONSs,
and proposed a few integer linear programming (ILP) models
and heuristics to address it from different perspectives [1
5-9]. However, these work did not consider the multicast
provisioning for point-to-multiple-point communicatisn

d- Multicast provisioning is known to be important for sup-

Rgrting cloud-based applications, such as datacenterupack
r}g computing,etc Owing to the dynamic nature of these

ponentially in the past few years. This trend has stimuIat«g’(fflmdWidth'imenSiVe applications, their traffics exhibigh

active research on the optical networking technologiesdha
facilitate highly scalable and flexible core networks. Relye

attributed to the advances on optical transmission andkwit

ing technologies, flexible-grid elastic optical networkNs)

have been proposed to achieve efficient and agile acces

throughput and high burstiness [2]. Fortunately, optidadifs

can provide tremendous bandwidth and the technical adgance
on EONSs have ensured that agile bandwidth management can
be directly realized in the optical layer. Therefore, we entp

FRNs to provide not only effective but also reliable infrast

the massive bandwidth in optical fibers [1, 2]. Specificall;},ure to support cloud-based multicast applications. Algto

EONs leverage bandwidth-variable transponders (BV-Ts) afl

ptical multicast [10] has been intensively investigated f
WDM networks in literature, for schemes based on lightdree
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schemes in EONs have just started to attract researchstgere
recently [16—21]. Note that, with adaptive modulation sgén
[19], EONs can adjust the spectral usage of a lightltree

IHere, by saying a light-tree, we refer to the all-opticakttgpe routing
structure to carry a multicast request, which originatesnfithe source and
reaches all the destinations [11].



according to its QoT. Hence, the structure of a light-tregiscusses both light-tree and light-forest in ISa-RMSAeTh
and the bandwidth assigned on it become correlated. Thime-efficient algorithms for ISa-RMSA are designed in Sec-
is fundamentally different from the case in WDM networkstion V, and Section VI presents the performance evaluations
where they are independent. with simulations. Finally, Section VII summarizes the pape

Moreover, if we consider the flexibility of routing strucas
in EONs and move one step forward, we can see that trying I
to provision a multicast request with only one light-treeyma
not be optimal or even practicable. Basically, due to the For fixed-grid WDM networks, multicast provisioning has
physical impairments from transmission and switch nodeagen studied intensively in literature. Sahasrabucdiaé [11]
the light-tree may have to use the lowest modulation-lewel §2me up with the concept of light-tree to support multicast
ensure that all the destinations can receive the opticalasigefficiently in IP-over-WDM networks. In order to avoid the
correctly. Consequently, the spectral efficiency would Ihe thigh cost from optical-to-electrical-to-optical (O/E/@)nver-
lowest and the light-tree can consume too much bandwidions, the authors of [10] have studied all-optical mutttca
This is especially unwanted for bandwidth-hungry clougdsh The constrained multicast in WDM networks with sparse hght
applications, as the bandwidth resources can be draineg awglitting has been considered in [12], where four algorghm
quickly to induce severe request blocking. Furthermore, fy/ere proposed to build light-trees. However, these studies
all-optical multicast, a single light-tree may be incagatd did not consider the QoT degradation from optical switches.
cover all the destination nodes due to QoT constraints. elenBasically, since light splitting in switches introducesweo
it would be more promising to serve the request with a lightoss and extra noise, we cannot simply assume that a light-
forest that contains multiple light-trees because we céecse tree can support the same transmission reach as a lightpath.
higher modulation-levels to save the bandwidth usage whileFor QoT-aware multicast provisioning in WDM networks,
still satisfying the QoT requirement. researchers have investigat&ddrop light-tree in [22], under

In this paper, we focus on designing impairment- anige assumption_thatalight-tree can only spli_tthe optizatal
splitting-aware multicast provisioning schemes for EOWg. for at mostK times due to QoT degradation. Yu and Cao
first formulate the mathematical problem of impairment- and3] considered a more practical case in which each ligg-tr
splitting-aware RMSA (1Sa-RMSA) with light-forests forlal €an only support a limited number of signal drops and the
optical multicast in EONs. The hardness of the problem {§ngth of its longest source-destination branchis alsmtied.
also analyzed. Then, we analyze the advantages brought®y et al- [24] considered the power losses in the optical
the flexibility of routing structures and discuss the ISa-&m 1ayer and proposed several algorithms to construct ligrgst
schemes based on light-trees and light-forests. Our studyder physical constraints, while Ellinasal. [25] studied the
shows that for 1Sa-RMSA, the light-forest based approadiulticast routing algorithms based on Q-factor. For a cetepl
uses less bandwidth than the light-tree based one, wHif¥1eW of multicast provisioning in WDM networks, readers
still satisfying the QoT requirement. Hence, we establrgs tare referred to the two surveys in [10, 26].
minimum light-forest problem for optimizing a light-fores  Itis known that RMSA in EONs is more complex than RWA
in 1Sa-RMSA. Finally, we design several time-efficient 1Saln WDM networks, and thus multicast provisioning needs to be
RMSA algorithms, and prove that one of them can solv&Visited for EONs. Without the adaptive modulation setett
the minimum light-forest problem with a fixed approximatioYVang et al. [16] analyzed the performance of two multicast-

ratio. Compared to the state of the art, the major contdinsti Capable routing and spectrum assignment (MC-RSA) algo-
of this work include the following: rithms for EONs. In [18], we improved the performance of

. their schemes by leveraging a layered approach to design
1) we formulgte thg problem of ISa-RM_S.A for a”'Opt'Calintegrated MC-RSA algorithms. Meanwhile, we also incor-
multicast with a light-forest approach in EONs and angjoateq adaptive modulation selection and studied msttica

lyze its comple_xity. ) ) rovisioning with impairment-aware RMSA in [19], where two
2) We show that light-tree outperforms light-forest in WD nteger linear programming (ILP) models as well as several

networks, while a light-forest can achieve better multicage, ristics were proposed. Later on, multicast provisignin
provisioning performance in terms of bandwidth utilizay;, gistance-adaptive transmission was studied in [26]. B
tion than a I|ght-tree_ n EON?' considering the request scheduling in the time domain, we
3) We establish the minimum light-forest problem to optig, egtigated the multicast provisioning with advance rese
mize a light-forest for ISa-RMSA, analyze its complexity,io, in EONs in [27]. Walkowiaket al. [21] studied how

and prove that the Prf’b'e_m apx -_complete. _ the fanout of optical switches would affect the transmissio
4) We design an approximation algorithm to solve the minj,5c of multicast signals in EONs. We also utilized light-

mum light-forest problem for 1ISa-RMSA, and prove thaf, et \yith rateless network coding to design efficient all-
it can provide solutions with a fixed approximation rat'ooptical multicast schemes for EONs in [28]. More recently,
The rest of the paper is organized as follows. Section By leveraging the idea of software-defined EON (SD-EON)
provides a survey on the related work. Then, we consider tf#9, 30], we experimentally demonstrated the control plane
QoT constraints from both transmission and switch nodes apperation for provisioning multicast sessions in [31, 32].
describe the problem of 1Sa-RMSA in EONs in Section Ill. Nevertheless, the flexibility of routing structures has
Section IV considers the flexibility of routing structuresda not been fully explored for multicast provisioning with

. RELATED WORK
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I1l. RMSA FORALL-OPTICAL MULTICAST IN EONs
Fig. 1. Multicast-capable optical switch with the non-ldfoast-and-select
A. Network Model architecture (adapted from [38]).

The EON's physical topology can be modeled as a directed
graphG(V, E)), whereV and E are the sets of the nodes an% , ) L - , )
fiber links, respectively. Each linke F accommodates a tota as to |mplem§nt !'ght SDI'ttmg’e" sphttm_g an input optical
bandwidth of B in GHz, while the optical spectrum is dividedSlgnal and delivering the copies to multiple output ports. |

into narrow-band frequency slots (FS’), each of which hasoa{der to support_this f?at“f& se\_/eral node grchitectuaee h
bandwidth of Bes = 12.5 GHz [33]. Hence, the total numberP€€N Proposed, including the splitter-and-delivery (SE3],
of available FS’ on an empty link is the tap-and-continue (TaC) [36], the broadcast-and-sg&t,

the non-broadcast-and-select [38], and the passive didp-a
F=| B . 1) waste/filter-less architecture [9].
Bes Here, we assume that all the nodesdffV, E) are MC

A multicast request is denoted &s, D, b), wheres € V optical switches. We conduct the ana!ysis in this work based
is the source nodeD C V \ s is the set of destinations, ON the non?bro.adcast-ar.]d—_select archl_tecture propos@B]n
andb is the capacity requirement in Gb/s. We assume that tk&S Shown in Fig. 1). This is because it processes unicast and
operator can select the modulation format for data trarsioris Multicast signals separately, which helps to avoid unrezogs
from BPSK, QPSK, 8-QAM and 16-QAM, according to thé_DSl\_lR degrqdatlon on the unicast signals. Basmqlly, as |§;how
QoT, and assign the modulation-level ms= 1, 2, 3 and4, N Fig. 1, to |mplem_ent Ilght splitting, th_e MC o_ptlcal S\Mrt_c
respectively. Here, the modulation format and the maximuffrwards each multicast signal to a splitter while the usica
transmission reach/,, can be mapped with respect to Tabl&!gnals will bypass it. Then, the insertion loss of the spit
1, if we only consider the impairments of unicast transnaissi would make the power of. the m.ultlcast signals S|gq|f|cantly
according to the experimental results in [3, 34]. Note i, Iow_er than t_h_at of the unicast S|gnals. Hence, we insert an
will discuss the optical signal-to-noise ratio (OSNR) detg- optical ampl_lfler before each sphtte_r to compensate for its
tion on multicast signals in optical switches and explaimhoPOWer loss in advance (as shown in Fig. 1), such that the
the transmission reach would be affected later. FinallghwiPOWer-level difference between unicast and multicastagn
the assigned modulation-level and capacity requirement &t the input branches of the output couplers would be reltiv

we obtain the number of contiguous FS’ to be assigned as [ all. However, .the optical ampli_fiers vv_iII cause additibna
OSNR degradations to the multicast signals and thus the

n= #] + g, (2) transmission reach of them would be reduced. Note that, the
m - Cepsk transmission reach reduction due to light splitting impact
whereCpgpsk is the capacity of an FS when using BPSke( the modulation selection strategy of multicast signalsl ae
m = 1), andg, represents the number of FS’ that are used fégverage the approximation model developed in [21] to @btai
the guard-band. We assume ti@psx = 12.5 Gb/s for the the transmission reach of multicast signals as
FS defi_ned above and ugg = 1_in this work. _ _ M, = (1—a) M, 3)

In this work, we only consider the all-optical multicast
scheme in which the spectrum assignment on a light-tredere M,, represents the maximum transmission reach for
does not change end-to-end. This is because the all-optida multicast signal that uses modulation-lexel Basically,
spectrum conversion techniques for EONs are still not meensidering the possible extra OSNR degradation on mattica
ture, while optical-to-electrical-to-optical (O/E/O)meersions signals in MC optical switches, we assume that their trans-
incur a significant increase on equipment cost and powmission reaches, as compared to unicast signals, are ikduce
consumption. Hence, for a light-tréE, we assign the sameby a factor ofa. Meanwhile, we hope to point out that this
block of FS’ on all the links, under the spectrum contiguousssumption remains to be confirmed by experimental data and
and continuity constraints [19]. It is known that to suppotthe actual value ofx should be determined according to the
all-optical multicast, a multicast-capable (MC) opticalitth architecture of MC optical switches.
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Fig. 3. Example of end-to-end flows in a light-tree.
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Fig. 2. Example of virtual length calculation for a lighe.

Talebi et al. [39] proved that for unicast in EONs, one of
B. Splitting-aware Modulation-Level Selection the sub-problems of RMSA, the spectrum assignment/ 1%

Based on the aforementioned network model, we defiR@rd, even when the network topology is as simple as a single
a concept of ‘“virtual length” to assist the splitting-awaréin€ with four or more links. Therefore, we can easily prove
modulation-level selection. that ISa-RMSA for multicast igV"P-hard, because RMSA for

o _ ~ unicast solves a special case of it when there is only one
Definition 1. The virtual length of a source-destination myjticast destination. In Subsection IV-B, we will proveath

branchp 4 in light-tree T is defined as ISa-RMSA for multicast in EONSsj.e., the minimum light-
1 forest problem, isAPX-complete. That is to say, it i8/P-
vlen(ps,a) = 7—— - len(ps,a), (4)  hard to find an approximation algorithm for it, which can

] . provide an approximation ratio less than a constant.
wherelen(ps,q) is the actual physical length of brangh 4.

Definition 2. Thevirtual length of light-tree 7 is defined as D. Mathematical Formulation

the maximum virtual length of all its branches For static network planning, we formulate a flow-based

vlen(T) = max(vien(ps.q)), (5) Mathematical model, which is inspired by the work in [20], to
deD ’ optimize 1Sa-RMSA for multicast.

where D is the set of destinations . Definition 3. For a multicast light-tree7, we define arend-

Fig. 2 gives an intuitive example on how to calculatéo-end flowas the connection from the source to a destination.
the virtual length of a light-tree. Specifically, for the eler For instance, Fig. 3 shows an example. The light-tree
destinations in the light-tree, the source-destinaticanbhes ..o c /1 destinationsi.e. dy, dy, d3 and d,, and Nodes
Areps.d,, Ps.d> ANdps a,, and then by applying Egs. (4) and (5) 549 are the intermediate nodes. Since there is a light-
to the branches, we can get the virtual length of the lig-tr splitting onNode1, s — 1 — d, ands — 1 — d» become
For instance, if we havi+13+15 > h+la+ls > li+l2, which 0 end t0-end flows. Hence, the number of flows link
means thalp.q, has the longest physical length, we havg 4 s 5 similarly, we can get the numbers of flows on the
vlen(T) = btlatls Then, for the splitting-aware modulation-gu - links as shown in Fig. 3
level selection, we use Table | to magen(7) 10 & Proper — ppieq 1) and 111 list the notations and variables in the math

modulation-level for the light-tree. ematical formulation, respectively. The optimization edijve
of the 1Sa-RMSA problem is defined as follows.

C. Problem Description of ISa-RMSA Objective:

In this work, we address ISa-RMSA for all-optical multicast Minimize M -msi+ Z Yike- (6)
in EONs for two scenarios,e., static network planning and o
dynamic network provisioning. . S L ' .
In static network planning, the multicast requests areadlye Here, the major optimization objective, the first term) is

known. Hence, we try to design an EON that can accommod}:\({’em'mmIze MSI, as it represents the minimum amount of

all the requests with the minimum spectrum resources. Usu%\i)fc;r;m:]?%urlf.izt??;Wees?ou%?]grogé%ig?;ifh f!gerdlllnkt
ly, we can achieve this optimization objective by minim'ginS v ulticast requests. S IS u

the maximum index of the used FS’ (MSI) on any fiber link ir%O avqid unnecessary spectrum utilization when MSI is the
the network. This is because in order to ensure the network oS> Fo m|n|m|ze the total FS usage.

wide inter-operability, we need to allocate the same numberconStramtS' .

of FS’ on each fiber linke € £ and hence MSI determines 1) Flow-related Constraints:

the total spectrum resources to be allocated in the network. Z fikwsy =0, YR, € Rk € [1,Thnaal- 7)

On the other hand, dynamic network provisioning considers eV o

the scenario in which the EON is already built with a fixe%
number of FS’ on each link, and we need to serve the dynani S
multicast requests and make the best use of the spectr(ﬁlmeaCh request i6 in its light-forest.

resources. Hence, we need to design the provisioning scheme Z fik(siw) = |Dil, Vi, k. (8)
that can provide the smallest request blocking probability eV

ik,e

. (7) ensures that the number of input flows to the source



TABLE I
PARAMETERS IN MATHEMATICAL FORMULATION OF ISA-RMSA PROBLEM

Notations | Definition

G(V,E) the network topology, wher& and E are the sets of nodes and links, respectively.

e = (v,u) | the link e € E that is fromv to u, wherev andu are adjacent nodes andu € V.

Liu,v) the length of link(u,v) € E in kilometers.

R the set of multicast requests, and each element is denot&] as(s;, D;, b;), wherei is the request index.
Cipsk the capacity of an FS when using BPSK.

gp the number of FS’ that are used for the guard-band of eacltliga.

Mo the mapping between unicast transmission reach and miulavel, as shown in Table I.
My, the unicast transmission reach of modulation-levgli.e., M,, € Mg.

Mo the multicast transmission reach of modulation-lexel which is calculated with Eq. (3).

« the transmission reach reduction ratio due to all-opticalticast.

M a large constant number that is larger than the upper boutigteafiumber of FS’ on each link.
Trmazx the maximum number of light-treese., a light-forest cannot contain more thdh, .. light-trees.

TABLE Il
VARIABLES IN MATHEMATICAL FORMULATION OF ISA-RMSA PROBLEM

Variables | Definition

fi ke the integer variable that represents the number of flowsrdndic E in the k-th light-tree of requesR;.

Yi ke the boolean variable that equalsf link e € E is used by thek-th light-tree of requesi?;, and0 otherwise.

R k,d the boolean variable that equalsf destinationd € D; is served in thek-th light-tree, and) otherwise.

vlen; ., | the real variable that indicates the virtual length of thb-kght-tree that roots at node in the k-th light-tree of R;.

wj the integer variable that represents the start-index ofisigned FS-block on thieth light-tree of R;.

Zi & the integer variable that represents the end-index of thigrasd FS-block on thé-th light-tree of R;.

My kem the boolean variable that equalsf modulation-levelm can be used to serve theth light-tree of R;, and0 otherwise.
mi g the integer variable that represents the modulation-lef¢he k-th light-tree of R;.

n; g the integer variable that represents the number of FS’ thatl:i to be allocated on ttieth light-tree of R;.

Cij.ki,ke | the boolean variable that equalsf the k1-th light-tree of R; and theks-th light-tree of R; use at least one common link,
and 0 otherwise.

Ci ko ko the boolean variable that equalsf the k;-th light-tree and thek-th light-tree of R; use at least one common link,

and0 otherwise, k1 # ko.

04,4,k ,ko | the boolean variable that equalsf w; 1, < wj k,, and0 otherwise.

04 ky ks the boolean variable that equalsif w; ., < w; x,, and0 otherwise,k1 # k2.

msi the integer variable that represents the maximum indexefuged FS’ (MSI) in the network.

Eq. (8) ensures that the number of output flows from each3) Modulation-Level Selection Constraints:
ource equals to the number of destinatiares, |D;|. - .
source equals . stinatidres, | ;| Migom - leni s, < My Vi, kym. (14)
D fiktwn) = D Fukwas Visk, V0 € V\ {si, Dy} (9) Eq. (14) ensures that if modulation-level can be used on
ueV uev the k-th light-tree of R;, its unicast transmission reach should

Eq. (9) ensures that on each intermediate node on the light pe shorter than the virtual length of the light-tree.
trees, the numbers of input and output flows are equal.

. ™mik S mi km, V’L,k
Z fike,(u,d) = Z fik,(du) + Rik,d, Vi,k, Vd € D;. (10) %: o (15)
ueV ueV

o . Eq. (1 he modulation-level of theth light-tr fR;.
Eq. (10) ensures that on each destination on the lightsttees d. (15) gets the modulation-level of theth light-tree of
number of output flows is one less than that of input flows. g > [ bi 1495 Vik (16)

1,k = C -y ) g Tve
S higa=1, Vi, Vde Dy (11) o EPsKTTLR
: Eqg. (16) determines the number of FS’ to be allocated on the

k-th light-tree of R;.

Eq. (11) ensures that for each requ&st a destination should 4) Spectrum Assignment Constraints:

be served in one and only one light-tree.
2) Length-related Constraints fike <M -yire, Vik,e. a7

vlen; xa =0, Vi k, Vd € D;. (12) Eg. (17) determines the relation between the number of flows

Eq. (12) ensures that the virtual length of the sub-lighetr and the link usage for each light-tree.

that rooted at a destination is 0. Cikrks = Yiki,e T Yikoe — 1, Vije,

(18)
vlen o — vlen pu > # — M (1= Yi o)), 13) {k1, k2 € [1, Thnaa) - k1 # Ko}
— . .
Vi, k, Y(v,u) € E. Eq. (18) ensures thai , 1, is determined correctly.
Eq. (13) determines the virtual length of the sub-lighetre Cijkika 2 Yiski,e T Yjkae = 1, (19)

rooted atv € V' on thek-th light-tree of R;. Vki, ko, e, {Ri,Rj : i # j}.



Eq. (19) ensures that ; ., », is determined correctly. A. Light-Forest Structure for Multicast Provisioning

_ . ) The discussion in Subsection IlI-B suggests that the
Oikiks + Oika by = 1. V0, ks by By # ko) (20)  odulation-level and thus the spectral efficiency of a light
represent the relation betwe@n;kll and wzkz based on the Hence, if a light-tree has significantly unbalanced brasche

FS-blocks assigned on thg-th andk.-th light-trees ofR;.  1-€. their virtual lengths vary a lot, the spectral efficiency
of the branches that have shorter virtual lengths would be

i jky ks + Oijkoky = 1, Yk, ko, {Ri, R; i j}. (21) brought down by those with longer virtual lengths. Therefor
to save spectrum resources, we need to balance the light-
Eq. (21) ensures that values@f; i, r, ando; jx, k, COMTectly  yee's pranches such that they have similar virtual lengfhs
represent the relation between ;, andw;x, based on the certain pranches cannot be balanced, we leverage the light-
FS-blocks assigned on thig-th light-tree of R; and theka-th  f5rest scheme and split the light-tree into multiple snralle
light-tree of z;. ones. Then, those branches can be isolated in small ligas;tr
and thus the low spectral efficiency is only used to serve a
small number of destinations. Consequently, the total Egeis

Eq. (22) ensures that the FS’ assigned to each multicasésequs reduced. Hence, to serve a multicast request D, b), a
can satisfy its capacity requirement. light-forest might be a better routing structure than atlighe.

Zik — Wik + 1>k Yike, Vi,ek. (22)

Definition 4. A light-forest F consists of several light-trees
Vi Thor Jon < k h (23) {71, T2, ..., T}, and thei-th light-tree covers a set of destina-
i, {ku, ko« by # k. tions D; € D. Each destination must and can only be covered
by one of the light-trees,e., D1 |J D2 J...|J Dx = D while
Ziky _wi,k2+1 SM-(Q—Oi,kth _Ci,k1,k2)a (24) DyZﬂD]:q) {?]Z?é]} 1U 2U U F
Vi, {k?l, kQ : kl 75 k}g}

Ziky = Wik, + 1< M- (1404 gy ky = Citky ko)

Definition 5. Thecost of a light-forestF is defined as
Zjky — Wiky + 1< M- (L4 04 ks ks = Cigika ko) (25) o F) = ZC(TL') - an - hi, (28)
Vki, ko, {Ri,Rj 11 # j}. i<k i<k

wherec(7;) is the cost or bandwidth consumption of thth

i — Wi 1< M- (2— 3,7, k1 — C4,5,k1,k2 ) H i
Ziky ~ Wiky + 1S M (2= 0ijika ks — Civgir ko) (26) light-tree in terms of FS’, andy; and h; are the number of

ki, ko, {Ri, Ry i 7} used FS’ per link and the light-tree’s hop-count, respesiv
Egs. (23)-(26) ensure that all the spectrum assignmensdysat | the light-forest for a requesk(s, D, b), each light-tree
the spectrum non-overlapping constraint. chooses its modulation-level independently. If thih light-
5) MSi-related Constraint tree chooses modulation-leved; and its hop-count i%;, the
. o B ) _
msi > 25, Vi, k. 27) bandwidth consumption is(7;) = ([ G +gb) < hy.

Hence, the cost of the light-forest is calculated as
Eq. (27) determines MSI in the network. b

It can be seen that the problem formulation discussed abovec(F) = > c(Ti) = > ([T] + gb) ~hi. (29)
is not a mixed integer linear programming (MILP) model i<k i<k \ i BPSK
because the constraints in Eqgs. (14), (16) and (22) are muéfinition 6. For a multicast request, ainimum light-forest
linear. Meanwhile, considering the fact that the scale @ thr, .. is the light-forest that has the minimum co&F) among
model, i.e., the number of variables and constraints in it, igll the possible light-forests.
relatively large, it would be a complex problem to solve.

B. Hardness Analysis on Minimum Light-Forest Problem
IV. LIGHT-TREE VERSUSLIGHT-FOREST INISA-RMSA For a multicast request(s, D, b), the minimum light-forest

Since the mathematical model in the previous section {5 CONSists of a set of light-treefsf, - -, 7, - - } such that
nonlinear and cannot be solved in a time-efficient manner, WY cover all the destinations i and their total COSZZ_: o(T:)
need to investigate the ISa-RMSA problem further. Note, thas the minimum.
for multicast provisioning in EONSs, the routing structuce t
cover a multicast request and the bandwidth assigned on e
link in it are correlated. This is fundamentally differembin
the multicast provisioning in WDM networks. Hence, we can  Proof: We first prove that a special case of the minimum
see that the routing subproblem in ISa-RMSA is essential alight-forest problem is the steiner-tree problem. We cdesi
should be considered carefully for achieving good multicaa special case in which the multicast requB$t, D, b) only
provisioning performance. In this section, we try to discuslemands for such a small amount of transmission capacity tha
the routing structure to minimize the number of FS’ used fave should only allocate one FS on each link in the light-fogres
serving a multicast request. no matter what modulation-level is chosen. For this special

Theorem 1. The minimum light-forest problem in EONs is
X-complete.



e,

case, the minimum light-forest problem becomes to find the D NSO ™

light-tree that contains the smallest number of links toreamt 2 >

all the nodes in{s, D}. Hence, we reduce the special case of N

the minimum light-forest problem to the steiner-tree peoibl N6 ©)
Meanwhile, it is known that this version of steiner-tree

problem is AP X-complete,i.e, there does not exist an ap-rig. 4. senving a multicast request with a light-tree ancgatiforest.

proximation algorithm with the approximation ratio thatéss

than a constant [40]. The latest study in [41] proved that the

constant should béfj—). Therefore, we prove that the minimumbe correlated. Specifically, as the light-trees in the liginest

light-forest problem is at leasttP X-complete. B have shorter virtual lengths than the one that covers thdevho

request, we can use higher modulation-levels on them for

improved spectral efficiency. Hence, the optimal lightefsir

_ ) can consume less bandwidth than the optimal light-tree.

A light-forest uses several light-trees to cover all the For instance, for the reque(1, {2,3, 4,6}, 100 Gb/s) in

destin_ations of a multicast request, and has been_ preyioulﬂe six-node topology in Fig. 4, we can serve it with either a
used in WDM networks to satisfy the QoT constraints that gy yree or a light-forest. The adaptive modulation séte

single !lght—tree cgnnot Support ,[22]' Howev_er, since W' determines the modulation-level for a light-tree basedten i
bandwidth allocation and adaptive modulation selectioa ay; ., - length. If we assume — 0.2, then the optimal light-

not feasiple in fix_ed-grid WDM netyvor_ks, the bandwidth,gq i, Fig. 4 can only use QPSK as its virtual lengti 835
consumption per link for a request is fixed. Therefore, t , while the two small light-trees in the light-forest have
minimum light-forest prpblem is reduced _to the steiner USfeir virtual lengths a$875 km and625 km, respectively. This
problem, and for a multicast request, the light-forestaitite -\« that the two small light-trees can use QPSK and 16-
cannot obtain any benefit in terms of bandwidth consumptiquM as their modulation-levels. Hence, if we assugpe- 1

as co_mpared With the Iigh;—tre_e structure. However, Wiw_tQhe bandwidth consumptions of the light-tree and the light-
adaptive modulation selection in EONs, different modoladi forest ared - ([12.7 + 1) = 20 FS’ and3 - ([ 12

X . . +
levels lead to various FS usages, thus possibly making tﬂe+1-([ 100 12-5%2 75543 |

. e %014 1) = 18 FS’, respectively. The light-forest
light-forest structure be more spectrum efficient. consumes FS’ less than the light-tree at the price of using

Theorem 2. When serving a multicast request in a WDMnNe additional BV-T in the source node. Moreover, since the
network, the optimal light-tree (i.e., the light-tree theon- small light-trees in the light-forest may require not ongss

sumes the least bandwidth) does not consume more bandwltitks but also smaller numbers of FS’ per link, they would be
resources than any light-forest. accommodated in the EON more easily.

- Y
‘:‘( 1) 6) 500 km per link
b light-tree

light-forest

C. Light-Tree versus Light-Forest

Proof: We prove the theorem by contradiction. For a

given multicast request, we denote the bandwidth consompti V. ISA-RMSA ALGORITHMS
of the optimal light-tree7* as ¢(7*), while the bandwidth  In this section, we design several time-efficient ISa-RMSA
consumption of the optimal light-forest* is c¢(F*).2 algorithms to solve the minimum light-forest problem by ob-

We first assume that(7*) > c¢(F*). Then, we can taining light-forests with balanced light-trees. We alsosider
construct a new light-tre@” from the optimal light-fores#¥*  spectrum fragmentation in dynamic provisioning.
by merging all the source nodes of its light-trees together.
Since the bandwidth assigned on a light-tree is independ%nt
of its structure in a WDM network, the merging of source ) _ _ ) ) )
nodes will not change the bandwidth consumption on eachOUr idéa is to obtain an optimal light-tree without con-
link in F*. Considering the fact that we may be able t§|der|ng 'Fhe QoT constramj[s.flrst and then modlfy it to a
further merge certain links iF* after merging the source feasible light-forest that satisfies the QoT constraiAtgo-
nodes, we can obtain the bandwidth consumption of the néihm 1 shows the detailed procedure to realize the light-forest
light-tree 77 as ¢(T’) < c(F*). Consequently, we havecons_truction with the node-based light-tree decompasiad
o(T") < e(F*) < e(T*) of ¢(T") < (T*), implying that7”  Pruning (N-LT-DP) scheme. . _
consumes less bandwidth that. This, however, contradicts [N order to modify a pre-calculated optimal light-trée
with the fact that7* is the optimal light-tree for the requestfor £(s, D, b_)sv Lines 1-4 first calculate the lengths of all the
Hence, we prove that when serving a multicast request ins_gurce—destmanon branches. Themes5-25 re_lease destina-
WDM network, the optimal light-tree does not consume mofi#n d on the branch that has the longest virtual length and
bandwidth resources than any light-forests. m (ry toinsertd into one of the existing light-trees. Specifically,

However, Theoren® is not valid for the multicast in EONs On €ach existing light-tree, we select the branch that has th
because the adaptive modulation selection makes thesteucghortest virtual length to accept as shown inLines 8-17.

of a light-tree and the bandwidth assigned on each link onlit€S10-16 check whethed can be inserted into one of the
existing light-trees while still making the light-tree sy the

Node-based Light-Tree Decomposition and Pruning

2In this work, we define the bandwidth consumption of a lightest as the
summation of the bandwidths assigned on all the links in liisTdefinition 3The optimal light-tree can be obtained as the minimum-sipaniree
also applies to a light-tree, as it is a special case of a-fiofesst. (MST) or the shortest-path tree (SPT) to co{er D} in G(V, E)



QoT constraint of a modulation-level. Note that, we alsdduifirst one is bounded by the number of light-trees in the light
a new light-tree to connect and d with the minimum hop- forest, which is|D| — 1 in the worst case. The running times
count, and pre-add it to the light-forest as a new one as showinthe second for-loop are bounded by the longest path in
in Line 18. Then, we insert into one of the existing light- the network, which cannot exceed the number of nodes in the
trees in the light-forest such that the incremental congiomp topology,i.e., |V| — 1. In the second for-loop, the complexity
on FS’ is minimized Lines 22-24 indicate that the light-tree of re-calculating the virtual length i§|D| — 1) - (|[V| — 1).
modification stops when the original light-trg becomes a Hence, the total complexity of N-LT-DP @(|D|- (|D| —1) -
feasible one under the QoT constraints. Finally, the oalgin(|V|—1)-(|D|—1)-(|]V|—1)) = O(|D|?>-|V|?). Note that, as
light-tree is modified to a light-forest containing lightés we pre-calculate the shortest path between each node pair in
that satisfy the QoT constraints. the topology, the complexity of path computation is ignored

Algorithm 1: Node-based Light-Tree Decomposition
and Pruning Algorithm (N-LT-DP)
input : Physical topologyG(V, E), multicast request
R(s,D,b) and pre-calculated light-treg.
output: Light-forest 7, modulation-leveln; for each
light-tree 7, € F.

1 for all source-destination branches i do
2 | calculate its length;
3 end

B. Node-based Dynamic Light-Forest Construction

The second algorithm is the node-based dynamic light-
forest construction (N-DLFC), which builds the light-feten
iterations directly, without a pre-calculated light-trée each
iteration, the algorithm tries to obtain light-trees witletmost
balanced branches. Specifically, N-DLFC adds one destimati
d € D in the light-forest in each iteration, in ascending order
of the length of the shortest path betweeandd, until all the
destinations inD are covered by the light-forest. The node-

4 flag=1,T1 =T, F={T}; addition operation of N-DLFC reusésnes8-21 in Algorithm
5 while flag =1 do 1. As compared with N-LT-DP, N-DLFC does not pre-calculate
6 choose the source-destination brapgh,, that has a light-tree, and hence its complexity is the same as that of
the longest virtual length in7; the second part of N-LT-DP, which ©(|D|? - |[V|?).
7 modify p,... t0 remove its destinatiod;
° for Ssggsixlazngolﬁgézigir:gti];ndgra mch, that C. Branch-based Light-Tree Decomposition and Pruning
has the shortest virtual length if; Since the node-based algorithms process one destination at
10 for all the nodesv € p,in, dO a time without considering the relation among the destomeasti
11 pre-addd in 7; by connecting it tov; they may not be efficient for certain multicast requests.réhe
12 if 7; is a feasible light-tree that can be fore, we propose to modify the pre-calculated light-treghwi
served with a modulation-level; then a branch-based approadigorithm2 shows the details of the
13 calculate the incremental cost @f after branch-based light-tree decomposition and pruning (B3PI
pre-addition; Here, instead of releasing and re-inserting the destingtio
14 break: one by one, B-LT-DP deletes a whole branch from the pre-
15 end calculated light-tree each time as showrLines5-16.
16 end Although B-LT-DP handles a branch of destinations each
17 end time, each destination in a branch needs to be modified by
18 find a new light-tree to conneetandd with the N-LT-DP in the worst case. If we denote the numbers of
minimum hop and pre-insert it into s¢?;}; destinations in the light-trees d®1|, |Ds|,...,|D;|, where
19 | choose the light-tre§; that has the minimum cost  |D1| + |D2| + ... 4 |D;| = |D|, the complexity of B-LT-DP
in Eq. (28) after pre-addition; is O((ID1]® + | D22 + ...+ |Di?) - [V[*) < O(ID - [V]?).
20 addd to 7; and update its modulation-level,; In the extreme case when there is only one light-tree in the
21 | updateF; forest, the complexity i©(|D|? - [V]?).
22 if 71 becomes a feasible light-traben
23 | flag = 0; D E . . .
o end . Fragmentation-Aware Algorithm Design
25 end Even though the aforementioned N-LF-DP, N-DLFC and B-

LT-DP can solve the minimum light-forest problem for static
network planning, their performance can still be improved

The time complexity of N-LT-DP contains two parts. Thdurther in dynamic network provisioning. This is because

first one is the complexity of pre-calculating a light-tredaich  dynamic network provisioning can generate small and iso-
is O((|D|+1)-|V|?) according to [42]. The second part is folated spectrum fragments that are hard to be used by future
the light-tree decomposition and pruning, and the complexirequests, and thus can degrade the network performance
depends on the while-loopé., Lines5-25 inAlgorithm1). In  significantly [43]. This issue can be relieved by incorporgt

the worst case, the while-loop will ruD| times. There are fragmentation-awareness in the proposed algorithms.ifSpec
two for-loops in the while-loop. The operation number of thecally, we consider the fragmentation ratios of links when



Algorithm 2: Branch-based Light-Tree Decomposition  contains k light-trees {71, 72, ..., T }. m; and h; are the

and Pruning Algorithm (B-LT-DP) modulation-level and hop-count of tli¢h light-tree7;. Light-
input_: Physical topologyG(V, E), multicast request  tree7; consumes[ .~z 1+ g5) FS’ per link, and the total
R(s, D, b) and pre-calculated light-tre. cost of light-forestF can be obtained as
output: Light-forest.F, modulation-leveln; for each b
light-tree 75, € . (F) =2 N\l T 0 ) b BD)
i<k
1 for all the source-destination branches 7n do ! b
) | calculate its length: As b andCpsk are constants, we defirg) = romem and have
3 end Co
‘ flog=1.Ti =T, F = (Ti} ()= 3 (121 +a0) 2
5 while flag =1 do ishk
6 choose the source-destination branch that covers the Then, we start our analysis by considering the special case
smallest number of destinations i in which R(s, D,b) is served with a light-fores" whose
remove the branch frorff; light-trees are all unicast lightpaths. Henc€, contains|D|
set up a new light-tree to connect all the light-trees and its total cost is
destinations on the branch to ) Co )
o | if the branch is not feasiblthen o(F) =] (f—ﬂ + gb) - hi, (33)
10 | modify the branch withAlgorithm 1; i<|D| !
u end wherem/ and k) are the modulation-level and hop-count of
12 _update]-‘; _ _ light-tree 7/, whereT;" € {7/, ..., T, }. In this special case,
13 | if 71 becomes a feasible light-traben each light-tree,.e., the unicast lightpath that connects the
14 | flag = 0; sources to a destination € D, requires the minimum cost.
15 end Hence, it is obvious that the maximum cost of these lightdre
16 end will not be greater than that of the minimum light-foreisg,,
C
max {(fﬁoﬂ + gb) . h;} < ¢(FopT)- (34)
building the light-forest in N-LF-DP, N-DLFC and B-LT-DP. ’
The fragmentation ratio is defined as [44] This is becaua{([%] +gb) - hi| is the minimum cost to
1 reach the corresponding destination and the light-foFédtas
e =1- ne’ (30)  to cover all the destinations. Therefore, we have
i i - C
wheren, is the n_umber of avallablg FS-blocks en Then, o(F') = Z <(—(H +gb) W,
we mark the weighted length of link as (1 + 7.) - L. ;

i<|D| !

D] - max Kﬁ_] +gb) h] (35)

7

Because the fragmentation ratio of a link can change during
dynamic operation, we cannot just pre-calculate the shkbrte

paths between all the node pairs, and the weighted shortest
paths have to be re-calculated for each request. The coityplex < |D[ - e(Fopr).

of this procedure i©)(|V|*- (|E|+|V|-log|V])), i.e, we run  Note that, in the light-forest construction of N-DLFC, the
the Dijkstra’s algorithm Q((|E|+|V'|-log|V'|)) [45]) for [V|*  path between two nodes is calculated as the one with the
times to get the weighted shortest paths between all the negigiimum hop-count. Hence, if we assume that N-DLFC first
pairs. The complexity of calculating the fragmentationiaat builds an initial light-forestF” that sets up a unicast lightpath

is O(|E| - F), where F is the number of FS’ on each link. for each destination, the hop-count of each lightpath wineld
Finally, the complexity of the proposed fragmentation-esvap! < p/. Since we haven! - M,,, > m/, which leads to
algorithms areO(|V' |2 - (|E| + |V| - log|V| + | D|?)).

IN

1 1
[m//] ' h;/ S Mgap : ’VW—I ! h;, (36)
E. Approximation Ratio ! !

h f the light-f ill
We have proved that the minimum light-forest problem its e cost of the light-forest will be

AP X-hard. In this subsection, we will show that N-DLFC is (F)= Y (( Co1 N gb) Y
an approximation algorithm for it with an approximationioat ; '
of | D|- Myqp. Here, for all the feasible modulation-levéls: }

i<|D|

. C 37

in the EON, we have\/,,, = fli’l‘((;’f)) < Mgap - Z <(H(,)_] + gb) Iy 37
Theorem 3. N-DLFC is an approximation algorithm for the #<|D|

minimum light-forest problem with an approximation rati6 o < Myap - |D| - e(Fopr).

|D| - Mgap. Then, N-DLFC can only insert a destination into an existing

Proof: We assume that the final light-forest constructeltlnght'treeﬁ when we have

by N-DLFC for multicast requesti(s, D,b) is F, which o(T7) < e(T) + e(Taa), (38)
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where 7; is the light-tree withd inserted, and7, 4 is the (@)
lightpath that connects and d with the minimum cost. This 1000
means that in each operation, we ensure that the increment:
consumption on FS’ is minimized. Therefore, we guarantee
that after N-DLFC having inserted all the destinations, the
cost of the final obtained light-foregt should satisfy

=3 (r21400) -1

G (39)
< c(F") = (_O +gb). 2/
(F7) igzl:Dl [ mﬂ
< Myap - | D] - ¢(Fopr).
Finally, we prove that N-DLFC builds a light-forest whosérig. 5. Topologies used in simulations: (&) Six-node toggldb) NSFNET,
cost is ho more thahD| - M,,, times of the optimal onem (Ss%iuf,svﬁmi:ﬁ'fekr?;:hfur;%";ﬁsg nensork (D). and (d) US tamtnetwork
According to the proof above, the approximate ratio of N( ’
DLFC is My, - |D|. As we only consider BPSK, QPSK, 8-
QAM and 16-QAM in this work, we have: = 1, 2, 3 and4.  traffic load can be quantified wit} in Erlangs. Next, we try
Then, My, = 4, and the approximation ratio would He[D|  to serve the new requests by the algorithms, and a requést wil
in the simulations discussed in the next section. be blocked if we cannot find a feasible 1Sa-RMSA solution
for it based on the current network status.

1000

VI. PERFORMANCEEVALUATION

In this section, we use extensive numerical simulations { static Planning for Multicast with 1Sa-RMSA

evaluate the proposed ISa-RMSA algorithms. We first investigate the proposed ISa-RMSA algorithms’

_ i performance in static network planning, and discuss the sim

A. Simulation Setup ulation results on the maximum index of used FS’ (MSI), the

The simulations use four topologies as shown in Fig. average number of light-trees per request, the total badttwi
i.e, a simple six-node topology, NSFNET, Deutsche Telekogonsumption in FS’, and the average modulation-level per
European network (DT), and US backbone topology (USBjght-tree. For the algorithms that use pre-calculatedttigees
We assume that the EON is deployed in C-baiel, each (i.e, N-LT-DP and B-LT-DP), we pre-calculate the light-trees
fiber link has a total bandwidth oB = 4.475 THz. Using with two multicast routing algorithms,e., the shortest-path
Eq. (1), we get the total number of FS’ on a link &= tree (SPT) and minimum spanning tree (MST). For each data
358. For each multicast request, its source and destinatiqsint, the simulations average the results fréndifferent
are randomly chosen and the average and maximum numbexguest sets, each includingo randomly-generated requests
of destinations per request aBeand 13, respectively. The to ensure sufficient statistical accuracy. Note that, iricsta
capacity requirement of each request is uniformly distedu network planning, all the requests are served with lighests,
within [12.5,125] Gb/s. The guard-band for each light-treg.e., there is no request blocking.
is set asg, = 1 FS, and the reduction factor of transmission 1) Performance for Different Network Topologiestig.
reach {.e., ain Eq. (3)) has its value chosen frdm 0.2]. Note  6(a) shows the results on MSI for different topologies using
that, even though multicast and unicast signals would ha&e t» = (0.12. First of all, we observe that N-DLFC obtains the
same transmission reach with = 0, Theorem2 in Section smallest MSI in all the four topologies, except for DT where
IV-C is still valid since its proof is irrelevant ta. Specifically, its performance on MSI is similar to that of N-LT-DP (MST)
in this case, the modulation-level or the spectrum usage arid B-LT-DP (MST). For the two algorithms that use pre-
a light-tree is still determined by its longest branch. Henccalculated treesi.e., N-LT-DP and B-LT-DP, those that use
serving a multicast request with a light-forest might sti# MST provide smaller MSI than those with SPT in all the four
more beneficial than with a single light-tree. We considéhbotopologies. We also notice that when we keep the tree pre-
static planning and dynamic provisioning. calculation scheme the same, B-LT-DP only achieves slightl

The simulation scenario of static network planning is gretietter performance on MSI than N-LT-DP. While for the small-
straightforward,.e., we first randomly generate a set td0  scale topologiesi.e., six-node and DT, their results are the
multicast requests and then accommodate them in the E@&me. We believe that this is because the algorithms try to
by the algorithms. While for the scenario of dynamic networkiinimize MSI together with the average number of light-
provisioning, we use discrete-time simulations. Spedlfica trees per light-foresti.e., the average number of BV-Ts used
at the beginning of each time slot, we release the spectrfion each request). Specifically, when modifying a largetligh
resources of expired multicast requests. Then, we generaé® to a light-forest, both algorithms will stop when aleth
new requests according to the Poisson traffic moidel, the light-trees become feasible ones in terms of QoT requirémen
average number of new requests that arrive in each time Sfterefore, when the topology is relatively smalld, the case
is A while their average life-time i% time slots. Hence, the of six-node topology) or the link lengths are relatively gho
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TABLE IV
(e.g, the case of DT topology), most of the requests would be ToraL anp GuARD-BAND FS' IN STATIC PLANNING (a = 0.12).

served with light-trees instead of light-forests, and tthere

would be no difference between N-LT-DP and B-LT-DP. Topology Algorithm | Total | Guardband| Percentage

The results in Figs. 6(b) and 6(c) indicate that among all N-DLFEC | 2848.0 523.2 18.37%
the prqposed algorithms, N-DLFC builds light-forests vx_lhlle N-LT-DP (SPT) | 3427.4 548.6 16.01%
most.hght—tree_s on average yvhlle the average modulaguat NSFNET | B-LT-DP (SPT) | 3350.8 5394 16.10%
per light-tree is also the hlgr_\est. Note that, the number of N-CT-DP (MST) | 31084 7992 16.06%
light-trees per light-forest indicates the usage of BV-&s p .
request. The results also confirm our above analysis that N- BLTDP (MST) | 30494 4940] 16.20%
LT-DP and B-LT-DP will use less light-trees per light-fores N-DLFC | 16094 5412 33.63%
than N-DLFC because they will stop to divide the light-trees N-LT-DP (SPT) | 16654 5404 | 32.45%
when all of them become feasible ones. bT B-LT-DP (SPT) | 1665.4 540.4 | 32.45%

Table IV compares the results on total and guard-band FS’ N-LT-DP (MST) | 1555.6 492.8 31.68%
used by the algorithms for different topologies. We notice B-LT-DP (MST) | 1555.6 492.8 31.68%
that N-DLFC achieves the lowest total FS’ usage in NSFNET, N-DLFC | 1543.0 365.8 23.71%
six-node and USB topologies among all the algorithms. This N-LT-DP (SPT) | 1661.6 366.0 22.03%
is because when constrpcting the light-trees in each Iight- 6-Node | B-LT-DP (SPT)| 16616 366.0 52 03%
forest, N-I;)LFF: always tries to cause the smallest bandwidth N-LT-DP (MST) | 1694.2 3372 19.90%
consumption increase and hence reduces Fhe total used FS'. B-LT-DP (MST) | 16942 3372 19.90%
B-LT-DP uses less total FS’ than N-LT-DP in NSFNET and

. . . . N-DLFC | 4059.0 829.0 20.42%

USB topologies, while their performance on total FS usage is
the same in DT and six-node topologies for the same reason N-LT-DP (SPT) | 4754.4 823.6 17.32%
explained above. For N-LT-DP and B-LT-DP, those with MST ~ USB B-LT-DP (SPT) | 4752.8 8230 | 17.32%
still outperform their counterparts with SPT in terms ofalot N-LT-DP (MST) | 4425.2 7586 17.14%
used FS’ in all the topologies. It is interesting to noticatth B-LT-DP (MST) | 4415.0 757.0 17.15%

the total used FS’ from N-LT-DP (MST) and B-LT-DP (MST)
in DT are even less than those from N-DLFC. This is because
DT has relatively short link lengths and thus almost all af ththis explanation. Meanwhile, the reduction of transmissio
multicast requests can be served by using light-trees vigth h reaches makes more light-trees become infeasible in tefms o
modulation-levels, which helps reduce the total FS usage. Q0T requirement, which is the reason why Fig. 7(b) shows
In Table 1V, the results on guard-band FS’ and their perceriflat the average number of light-trees per request incsease
ages in the total used FS’ suggest that our Iight—forestdaaé@ith «. For the same reason, the results on guard-band FS’ in
provisioning schemes would not cause significant guardtbaf@ble V also increase with slightly. Meanwhile, as expected,
overheads. This can be explained as follows. As the bantwidf€ average modulation-level per light-tree decreasels wit
capacity of each multicast request is witHir2.5,125] Gb/s  Slightly, as shown in Fig. 7(c). Therefore, we can conclun t
in the simulations, the average capacity wouldsBers Gb/s, changinga from 0 to 0.2 will not impact the performance of
which corresponds to a requirement6f3, 2, and2 FS’ for the proposed algorithms significantly and the general tafnd
BPSK, QPSK, 8-QAM, and 16-QAM, respectively. Since we Finally, with the simulation results in static network plan
haveg, = 1 FS, the percentage of guard-band FS’ in total F&ing, we can draw the follovx_/ing two conclusions: 1) N-DLFC
ranges within14.3%, 33.3%] for this average case even whergenerally performs the best in terms of MSI and total used FS’
the request is served with a single light-tree. Also, we ofese Put the performance gap between it and N-LT-DP or B-LT-DP
that the percentages of guard-band usage in DT is much high@p vary for different topologies. Specifically, if the tdpgy
than those in other topologies. This is still because DT has thas very short link lengths as those in DT, the performance
shortest average link length among all the topologies,the 9ap will vanish due to the fact that modifying a light-treeato

requests in it can use the highest modulation-leizel, (the light-forest would not be necessary for most of the requests
least traffic FS’) on average. 2) For the multicast provisioning with 1Sa-RMSA, there is a

2) Impacts of Reduction Facton: Next, we perform Performance tradeoff between spectrum utilization and cos

simulations with different values of the transmission teadrom BV-Ts. In general, N-DLFC is in favor of spectrum
reduction factor to investigate its impacts on the algorithmsutilization while N-LT-DP and B-LT-DP can reduce the cost
performance. This time, we only consider the NSFNET topditom BV-Ts by using a smaller number of light-trees per
ogy since it has a relatively long average link length and tigduest. Therefore, for the topologies such as DT, we should
impacts ofa can be examined easily. In Fig. 7(a), we obser/se N-LT-DP (MST) or B-LT-DP (MST), since they result in
that with the increase of,, the results on MSI from all the lower cost from BV-Ts while their performance on spectrum
algorithms increase slightly. This is because a largeneans Utilization are similar to that of N-DLFC.

that the multicast transmission reaches become shortedlfor

the modulation-levels, which will push the algorithms teusC- Dynamic Provisioning for Multicast with 1Sa-RMSA

lower modulation-levels and thus more FS’ for the requests.We also evaluate the performance of the proposed ISa-
The results on total FS usage in Table V actually confirRMSA algorithms in dynamic network provisioning. Since the
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TABLE V
TOTAL FS’ AND GUARD-BAND FS’WITH DIFFERENT« IN NSFNET
@ Algorithm Total | Guardband| Percentage
N-DLFC | 2762.0 513.6 18.60%
N-LT-DP (SPT) | 3368.8 543.2 16.12%
0 B-LT-DP (SPT) | 3320.4 537.6 16.19%
N-LT-DP (MST) | 2950.6 480.4 16.28%
B-LT-DP (MST) | 2922.6 479.0 16.39%
N-DLFC | 2848.0 523.2 18.37%
N-LT-DP (SPT) | 3427.4 548.6 16.01%
0.12 | B-LT-DP (SPT) | 3350.8 539.4 16.10%
N-LT-DP (MST) | 3108.4 499.2 16.06%
B-LT-DP (MST) | 3049.4 494.0 16.20%
N-DLFC | 2885.2 528.0 18.30%
N-LT-DP (SPT) | 3446.2 552.0 16.02%
0.16 | B-LT-DP (SPT) | 3361.6 543.2 16.16%
N-LT-DP (MST) | 3125.6 504.8 16.15%
B-LT-DP (MST) | 3066.4 500.0 16.31%
N-DLFC | 2931.6 535.8 18.28%
N-LT-DP (SPT) | 3502.0 561.8 16.04%
0.2 B-LT-DP (SPT) | 3374.6 548.8 16.26%
N-LT-DP (MST) | 3206.4 519.4 16.20%
B-LT-DP (MST) | 3126.0 511.8 16.37%

EEN-DLFC
IN-LT-DP (SPT)
[1B-LT-DP (SPT)
[EEIN-LT-DP (MST)
MB-LT-DP (MST)|
012 0.16 02
Transmission Reach Reduction Factora

Average Modulation-Level per Light-Tree

(c) Average modulation-level per light-tree

V-D, and for each of the proposed algorithms, it incorpaate
the fragmentation-aware scheme if we add “F-" in front of its
name. For instance, F-N-DLFC is the counterpart of N-DLFC
that incorporates the fragmentation-aware scheme.

Fig. 8 shows the results on blocking probability with=
0.12. It can be seen that as compared with their counterparts
without the fragmentation-aware scheme, the fragmematio
aware 1Sa-RMSA algorithms achieve lower blocking probabil
ity in all the three topologies, which confirms the effectiess
of the fragmentation-aware scheme. Note that, as in the
fragmentation-aware algorithms, we need to update the’link
fragmentation ratios and find the weighted shortest patbsda
on them for each request, their time complexities are also
higher. The results in Fig. 8(a) indicate that with the DT
topology, N-LT-DP and B-LT-DP perform the same in terms
of blocking probability, no matter whether the fragmeraati
aware scheme is incorporated or not. Again, this is because
when the link lengths in the topology are relatively short,
most of the multicast requests would be served with ligbegr
instead of light-forests, and thus there would be no difieee
between N-LT-DP and B-LT-DP. We also notice that F-B-LT-
DP and F-N-LT-DP achieve the best blocking performance
with the DT topology, and their results on blocking probipil
are slightly better than those of F-N-DLFC. Hence, we can
conclude that for the topologies such as DT, we should use F
N-LT-DP or F-B-LT-DP instead of F-N-DLFC, which matches
our finding in the static network planning.

six-node topology is relatively small and cannot accomn®da Figs. 8(b) and 8(c) show the results on blocking probability
many multicast requests, we only perform simulations with t for the NSFNET and USB topologies, respectively. Basically
DT, NSFNET and USB topologies. Note that, since the simulér the algorithms without the fragmentation-aware scheme

tion results of static network planning already indicatat ttor

N-DLFC achieves the best blocking performance, while the

N-LT-DP and B-LT-DP, the MST-based ones always perforflocking probability from N-LT-DP is the highest, which als

better than their SPT-based counterparts, we only simthiate matches our finding in the static network planning. Among
MST-based ones in dynamic network provisioning. Moreovea|l the proposed algorithms, F-N-DLFC achieves the best
we consider the fragmentation-aware scheme in Subsectiacking performance. The results on blocking probability
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with o = 0 and0.2 are plotted in Figs. 9 and 10, respectively,[6] W. Lu et al, “Dynamic multi-path service provisioning under diffetiah
which exhibit the similar trends as those in Fig. 8.

We have investigated impairment- and splitting-aware RM-,

VIlI. CONCLUSIONS

delay constraint in elastic optical networkdEEE Commun. Lett.
vol. 17, pp. 158-161, Jan. 2013.

[7] W.Luand Z. Zhu, “Dynamic service provisioning of adveneservation

(8]

SA (ISa-RMSA) for multicast provisioning in EONs. We first
studied the procedure of adaptive modulation selectiorafor
light-tree, and formulated the mathematical problem of-1S

RMSA for all-optical multicast in EONs. Then, we leveraged
the flexibility of routing structures and discussed bothhtig

tree and light-forest in ISa-RMSA. Specifically, we exptd)re[10

the optimal light-tree structure and also defined the mimmua1;
light-forest problem for optimizing a light-forest. Ourusly

indicated that for ISa-RMSA, the light-forest based appma[12

could use less bandwidth than the light-tree based onegwhil
still satisfying the QoT requirement. Finally, we designed

several time-efficient 1ISa-RMSA algorithms, and proved thi

N-DLFC can solve the minimum light-forest problem with a
fixed approximation ratio.

Our simulation results indicated that for both static piagn [14]
and dynamic provisioning, N-DLFC generally performed the
best since it could build the minimum light-forests but th&5]
performance gap between it and N-LT-DP or B-LT-DP could
vary for different topologies. Specifically, if the topolphas
very short link lengths as those in DT, the performance gap

would vanish because modifying a light-tree to a Iight-tmre[17

[16]

would not be necessary for most of the requests. Moreover,
since N-LT-DP and B-LT-DP tended to use a smaller number
of light-trees per request, we should use them instead of el
DLFC for the topologies such as DT. Nevertheless, if the

topology has a relatively large scale and long link lengthH$9]
as the cases of NSFNET and USB, we should use N-DLFC

because it could balance the performance tradeoff betwgg

spectrum utilization and cost from BV-Ts better. Finallgy f
dynamic provisioning, incorporating the fragmentatiavaee
scheme in the 1Sa-RMSA algorithm would be helpful since jb1;
could further reduce the blocking probability.
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